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Sensi&vity of LLMs predictions

• LLMs are highly sensitive and even biased to:
• the choice of templates
• verbalizers or label spaces (such as yes/no, true/false, correct/incorrect)
• demonstration examples and their permutations

• Calibration methods mitigate the effects of these biases while recovering LLM 
performance.
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Prompt engineering difficul&es

• Prompt engineering is an informal and difficult process. 
• Small changes to a prompt can cause massive changes to the model’s output

• highly sensi*ve and even biased to the choice of templates, verbalizers, and demonstra*ons 
• a harsh reality in crea7ng applica7ons with LLMs.

• Finding techniques that make LLMs more accurate and reliable

4
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In-Context Learning
Zero-shot   

The model predicts the answer given only a natural language description of 
the task. No gradient updates are performed.

1
2

English translate to French:

cheese => …………………..

task description

prompt

One-shot   

In addition to the task description, the model sees a single example of the 
task. No gradient updates are performed.

1
2

English translate to French:

sea otter => loutre de mer

task description

example

3 cheese => ………………….. prompt

Few-shot   

In addition to the task description, the model sees a few examples of the 
task. No gradient updates are performed.

1
2

English translate to French:
sea otter => loutre de mer

task description

example3

cheese => ………………….. prompt

peppermint => menthe poivrée
plush girafe => girafe peluche4

5

GPT-3

fromage

Brown et al., 2020 5
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Language Modeling

Prompt

Input

GPT-3

Logit 1

Logit 2

Logit n

Softmax

P (y1)

P (y2)

P (yn)

n = number of labels for close set classification tasks 
n = number of words in the vocabulary for open set tasks

What are some 
possible flaws?

Question 

6
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Surface Form Compe&&on
A human wants to submerge himself in water, what should he use?
Humans select options

(a) Coffee cup 
(b) Whirlpool bath 
(c) Cup
(d) Puddle

Language Models assign probability to every 
possible string

(e)   Water
(f)    A bathtub
(g)   I don't know
(h)   A birdbath
(i)    Bathtub...

= right concept, wrong surface form

Competes for 
probability mass

Generic output 
always assigned 
high probability

Every correct string 
is assigned lower 

scores than 
expected

7Holtzman et al., Surface Form Competition: Why the Highest Probability Answer Isn’t Always Right, EMNLP 2021



/ 71

Calibra&on

Prompt

Input

GPT-3

Logit 1

Logit 2

Logit n

Softmax

n = number of labels for close set classification tasks 
n = number of words in the vocabulary for open set tasks

How to calibrate?

Question 

P(y1)

P(y2)

P(yn)

Calibrator

calibration problem can be framed as an unsupervised 
decision (or few-shot) boundary learning problem

8
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ICML 2021

Some slides adapted from http://ericswallace.com/calibrate 9

http://ericswallace.com/calibrate
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How important is the structure of the prompt for in-context learning?

Q: What's the sentiment of "Subpar acting"?
A: negative
Q: What's the sentiment of "Beautiful film"?
A: positive
Q: What's the sentiment of "Amazing"?
A:

Input: Subpar acting.
Input: Beautiful film.
Input: Amazing.

Sentiment: negative
Sentiment: positive
Sentiment:

Components of a prompt:

1 Prompt format

2 Training example selection

3 Training example permutation

Zhao et al., Calibrate before Use: Improving Few-Shot Performance of Language Models, ICML 2021 10
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How important is the structure of the prompt for in-context learning?

Input: Subpar acting.
Input: Beautiful film.
Input: Amazing.

Sentiment: negative
Sentiment: positive
Sentiment:

Input: Good film.
Input: Don't watch.
Input: Amazing.

Sentiment: positive
Sentiment: negative
Sentiment:

Components of a prompt:

1 Prompt format

2 Training example selection

3 Training example permutation

Zhao et al., Calibrate before Use: Improving Few-Shot Performance of Language Models, ICML 2021 11
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How important is the structure of the prompt for in-context learning?

Input: Subpar acting.
Input: Beautiful film.
Input: Amazing.

Sentiment: negative
Sentiment: positive
Sentiment:

Input: Beautiful film.
Input: Subpar acting.
Input: Amazing.

Sentiment: positive
Sentiment: negative
Sentiment:

Components of a prompt:

1 Prompt format

2 Training example selection

3 Training example permutation

Zhao et al., Calibrate before Use: Improving Few-Shot Performance of Language Models, ICML 2021 12
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How important is the structure of the prompt for in-context learning?

Let's try to ablate each component …

Components of a prompt:

1 Prompt format

2 Training example selection

3 Training example permutation

Zhao et al., Calibrate before Use: Improving Few-Shot Performance of Language Models, ICML 2021 13
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Format 1

How important is the structure of the prompt for in-context learning?

Components of a prompt:

1 Prompt format

2 Training example selection

3 Training example permutation

Input: Subpar acting.
Input: Beautiful film.
Input: Amazing.

Sentiment: negative
Sentiment: positive
Sentiment:

Subpar acting. I hated the movie
Beautiful film. I liked the movie
Amazing.

Review: Subpar acting.
Review: Beautiful film.
Review: Amazing.

Stars: 0
Stars: 5
Stars:

Format 2

Format 10

In-context learning is highly 
sensitive to prompt format

Note 

Zhao et al., Calibrate before Use: Improving Few-Shot Performance of Language Models, ICML 2021 14
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How important is the structure of the prompt for in-context learning?

Components of a prompt:

1 Prompt format

2 Training example selection

3 Training example permutation

Example 1

Example 2

Example 3

Example 4

Example 2

Example 1

Example 3

Example 4

Example 2

Example 3

Example 4

Example 1

Prompt 1 Prompt 2 Prompt 24

…

Training 
set 1

Training 
set 2

Training 
set 10

Example 1

Example 2

Example 3

Example 4

All 24 
permutation

…

Zhao et al., Calibrate before Use: Improving Few-Shot Performance of Language Models, ICML 2021 15
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How important is the structure of the prompt for in-context learning?

Components of a prompt:

1 Prompt format

2 Training example selection

3 Training example permutation Prompt 1

In-context learning is highly sensitive 
to example selection

Note 

Zhao et al., Calibrate before Use: Improving Few-Shot Performance of Language Models, ICML 2021 16
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How important is the structure of the prompt for in-context learning?

Components of a prompt:

1 Prompt format

2 Training example selection

3 Training example permutation

Example 1

Example 2

Example 3

Example 4

Example 2

Example 1

Example 3

Example 4

Example 2

Example 3

Example 4

Example 1

Prompt 1 Prompt 2 Prompt 24

…

Training 
set 1

Example 1

Example 2

Example 3

Example 4

All 24 
permutation

Zhao et al., Calibrate before Use: Improving Few-Shot Performance of Language Models, ICML 2021 17
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How important is the structure of the prompt for in-context learning?

Components of a prompt:

1 Prompt format

2 Training example selection

3 Training example permutation

In-context learning is highly sensitive 
to example permutation

Note 

Zhao et al., Calibrate before Use: Improving Few-Shot Performance of Language Models, ICML 2021 18
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What causes this sensi&vity?

Three main reasons:

• Majority label bias
• Common token bias
• Recency bias

Zhao et al., Calibrate before Use: Improving Few-Shot Performance of Language Models, ICML 2021 19
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What causes this sensitivity?

Three main reasons:

• Majority label bias

• Common token bias

• Recency bias

1. Model prefers to predict positive when the majority labels is "P/Positive" 
2. Surprising because the validation dataset is balanced!

Zhao et al., Calibrate before Use: Improving Few-Shot Performance of Language Models, ICML 2021 20
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What causes this sensitivity?

Three main reasons:

• Majority label bias

• Common token bias

• Recency bias

Language Model

What topic is the following text about?
The Model T was released by Ford in 1908.
Answer:

Token Prob.
book 0.35
transportation 0.23
school 0.11
village 0.03
company 0.02

Token Web(%) Label (%) Prediction (%)

book 0.026 9 29

transportation 0.0000006 9 4

Model is biased towards predicting the incorrect frequent token "book" even when both "book" and "transportation" 
are equally likely labels in the dataset

Zhao et al., Calibrate before Use: Improving Few-Shot Performance of Language Models, ICML 2021 21
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What causes this sensitivity?

Three main reasons:

• Majority label bias

• Common token bias

• Recency bias

1. Model is heavily biased towards the most recent label
2. Again, dataset is balanced!

Zhao et al., Calibrate before Use: Improving Few-Shot Performance of Language Models, ICML 2021 22
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What is the impact of all these factors?

0.50.0 1.0

Negative Example
Positive Example

Visualizing predictions of 25 randomly sampled instances from SST2

All the biases effectively shift the output distribution 

Zhao et al., Calibrate before Use: Improving Few-Shot Performance of Language Models, ICML 2021 23
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How do we make in-context learning more robust?

Can we infer the shift in the output distribution caused by a given prompt?

24
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Contextual calibra&on

Slide from http://ericswallace.com/calibrate

Insert "content-free" test input

Input: Subpar acting.
Input: Beautiful film.
Input: N/A

Sentiment: negative
Sentiment: positive
Sentiment:

Model

positive 0.65
negative 0.35

Step 1: Estimate the bias  

25

http://ericswallace.com/calibrate
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Contextual calibration (technical details)

For generation tasks, why is only the first token calibrated?

• Authors claim the first token has the most impact on future predictions 

• Calibrating all generated tokens might be tricky as dimension of W is |V| x |V|

Zhao et al., Calibrate before Use: Improving Few-Shot Performance of Language Models, ICML 2021 26
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Contextual calibration (technical details)

Why is W diagonal? Why can’t we learn some fancy non-linear function? 

• The biases effectively cause a simple shift in the output distribution, we don’t need a fancy function

• Diagonal W is easy to invert, low computational overhead

• If we added a non-linearity, how would we learn W with a few samples?

• Potentially gradient descent, but tricky with few samples

0.50.0 1.0

Negative Example
Positive Example

All the biases effectively shift the output distribution 
Zhao et al., Calibrate before Use: Improving Few-Shot Performance of Language Models, ICML 2021 27
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Contextual calibration (technical details)

Why do they calibrate probabilities instead of calibrating logits?

• OpenAI API only returns probabilities across the vocabulary

• Authors acknowledge that calibrating logits would have been more “natural”

Zhao et al., Calibrate before Use: Improving Few-Shot Performance of Language Models, ICML 2021 28
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Datasets: Text Classification

1. Label is just a single token
2. We calibrate probabilities of all the label words

Note   

Zhao et al., Calibrate before Use: Improving Few-Shot Performance of Language Models, ICML 2021 29
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Datasets: Fact Retrieval

1. Label is just a single token 
2. We calibrate probabilities of all the words in the vocabulary

Note   

Zhao et al., Calibrate before Use: Improving Few-Shot Performance of Language Models, ICML 2021 30
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Datasets: Information Extraction

1. Label is multiple tokens
2. We calibrate probabilities of all the words in the vocabulary

Note   

Zhao et al., Calibrate before Use: Improving Few-Shot Performance of Language Models, ICML 2021 31
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Model

GPT-3
175 billion

GPT-3
13 billion

GPT-3
2.7 billion

32
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Results

Reduces variance across training sets and permutations

Zhao et al., Calibrate before Use: Improving Few-Shot Performance of Language Models, ICML 2021 33
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Results

Reduces variance across 15 different prompt formats

Zhao et al., Calibrate before Use: Improving Few-Shot Performance of Language Models, ICML 2021 34
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EMNLP 2021

35
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Surface Form Competition
A human wants to submerge himself in water, what should he use?
Humans select options

(a) Coffee cup 
(b) Whirlpool bath 
(c) Cup
(d) Puddle

Language Models assign probability to every 
possible string

(e)   Water
(f)    A bathtub
(g)   I don't know
(h)   A birdbath
(i)    Bathtub...

= right concept, wrong surface form

Competes for 
probability mass

Generic output 
always assigned 
high probability

Every correct string 
is assigned lower 

scores than 
expected

𝑃(Bathtub|𝑥) = 0.8 𝑃(Whirlpool bath|𝑥) ≤ 0.2

Holtzman et al., Surface Form Competition: Why the Highest Probability Answer Isn’t Always Right, EMNLP 2021 36
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Choice of Plausible Alternatives (COPA)

Premise (𝑋): The bar closed because

Hypothesis 1 (𝑦!): it was crowded.

Hypothesis 2 (𝑦!): it was 3am.

𝑃(𝑦!|𝑋) > 𝑃(𝑦"|𝑋)

GPT-3
Holtzman et al., Surface Form Competition: Why the Highest Probability Answer Isn’t Always Right, EMNLP 2021 37
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Baselines

Task: choose between
Hypothesis 𝑦! and 𝑦" given
Premise 𝑥

Template:

Premise (𝑋): The bar closed because 

Domain Premise (𝑋"#$%&'): because

Hypothesis 1 (𝑦!): it was crowded.

Hypothesis 2 (𝑦!): it was 3am.

Holtzman et al., Surface Form CompeOOon: Why the Highest Probability Answer Isn’t Always Right, EMNLP 2021 38
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Baselines

Template:

Premise (𝑋): The bar closed because 

Domain Premise (𝑋"#$%&'): because

Hypothesis 1 (𝑦!): it was crowded.

Hypothesis 2 (𝑦!): it was 3am.

Scoring Functions

Probability 
(LM) arg𝑚𝑎𝑥

!
𝑃(𝑦!|𝑥)

Average Log-Likelihood 
(Ava)

arg𝑚𝑎𝑥
&

∑()*
+# 𝑃(𝑦&

(|𝑥, 𝑦*…(-*)
𝑙&

Contextual Calibration
(CC)

argmax
&

𝑤&𝑃(𝑦&|𝑥) + 𝑏 Zhao et al., 2021

Domain Conditional PMI
(PMI!")

arg𝑚𝑎𝑥
&

𝑃(𝑦&|𝑥)
𝑃(𝑦&|𝑥"#$%&')

This paper does not introduce any new 
modeling approaches, just a new scoring 
function

Note   

logit

Holtzman et al., Surface Form Competition: Why the Highest Probability Answer Isn’t Always Right, EMNLP 2021 39
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Pointwise Mutual Information (PMI)

Template:

Premise (𝑋): The bar closed because 

Domain Premise (𝑋"#$%&'): because

Hypothesis 1 (𝑦!): it was crowded.

Hypothesis 2 (𝑦!): it was 3am.

𝑃𝑀𝐼(𝑥, 𝑦) = log
𝑃(𝑦|𝑥)
𝑃(𝑦)

= log
𝑃(𝑥|𝑦)
𝑃(𝑥)

How much more likely does 
the hypothesis y becomes if 
we are given the premise x?

The probability of the premise x 
given the hypothesis y - “scoring 
by premise” (more on this later)

Holtzman et al., Surface Form Competition: Why the Highest Probability Answer Isn’t Always Right, EMNLP 2021 40
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Domain Conditional Pointwise Mutual Information (PMI)
Template:

Premise (𝑋): The bar closed because 

Domain Premise (𝑋"#$%&'): because

Hypothesis 1 (𝑦!): it was crowded.

Hypothesis 2 (𝑦!): it was 3am.

𝑃𝑀𝐼(𝑥, 𝑦) = log
𝑃(𝑦|𝑥)
𝑃(𝑦)

= log
𝑃(𝑥|𝑦)
𝑃(𝑥)

poorly calibrated because language 
models are not trained to produce 
unconditional generations

Assumption: ending of the 
conditional premise x is a 
domain-relevant string 𝑋!"#$%&

Note   
𝑃𝑀𝐼89(𝑥, 𝑦, 𝑑𝑜𝑚𝑎𝑖𝑛) = log

𝑃(𝑦|𝑥, 𝑑𝑜𝑚𝑎𝑖𝑛)
𝑃(𝑦|𝑑𝑜𝑚𝑎𝑖𝑛)

= log
𝑃(𝑦|𝑥, 𝑑𝑜𝑚𝑎𝑖𝑛)
𝑃(𝑦|𝑥:;<=>?)

where domain is representative of the given task

Holtzman et al., Surface Form Competition: Why the Highest Probability Answer Isn’t Always Right, EMNLP 2021 41
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Dataset
[Orginal Question]!
[Domain premise]"!
[Orginal answers]#$

Holtzman et al., Surface Form Competition: Why the Highest Probability Answer Isn’t Always Right, EMNLP 2021 42
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Model

GPT-3
Zero-shot

GPT-2
Reported but wonʼt be 
the focus of the results

43
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Zero-shot Multiple Choice Accuracy

Consistently beat or tie other methods across model sizes and datasetsignore the premise completely!
arg𝑚𝑎𝑥

!
𝑃(𝑦!|𝑥"#$%!&)

Holtzman et al., 2021

44
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Prompt Robustness

maintain the highest mean using 
15 different templates for SST-2

but still high variance
Holtzman et al., Surface Form Competition: Why the Highest Probability Answer Isn’t Always Right, EMNLP 2021 45
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Removing Surface Form Competition

The bar closed because it was 3 AM 
I tipped the bottle so the liquid in the bottle poured out

COPA
because

so

Holtzman et al., Surface Form Competition: Why the Highest Probability Answer Isn’t Always Right, EMNLP 2021 46



/ 71

Removing Surface Form Competition

COPA
because

so

“Flipped”

because
so

Premise (𝑥): The bar closed because

Domain Premise (𝑥"#$%&'): because

Hypothesis 1 (𝑦!): it was crowded.

Hypothesis 2 (𝑦!): it was 3 AM.

Premise 1 (𝑥
̂
6): It was crowded so

Premise 2 (𝑥
̂
!): It was 3 AM so

Hypothesis (𝑦): the bar closed.

Holtzman et al., Surface Form CompeOOon: Why the Highest Probability Answer Isn’t Always Right, EMNLP 2021 47



/ 71

Removing Surface Form Competition

better on COPA than COPA Flipped since 
“because” and “so” are not perfectly 

invertible and the original phrases sound 
more natural

50.0 because the outputs are now the 
same for the two different inputs

𝐿𝑀, 𝐴𝑣𝑔, and 𝑃𝑀𝐼'( are the same 
without surface form competition

Holtzman et al., Surface Form CompeOOon: Why the Highest Probability Answer Isn’t Always Right, EMNLP 2021 48
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Removing Surface Form CompeEEon
Premise (𝑥): The bar closed because

Domain Premise (𝑥"#$%&'): because

Hypothesis 1 (𝑦!): it was crowded.

Hypothesis 2 (𝑦!): it was 3 AM.

Premise 1 (,𝑥6): It was crowded so

Premise 2 ( .𝑥#): It was 3 AM so

Hypothesis ( #𝑦): the bar closed.

Hypothesis 2’ (𝑦!/ ): it was 3:30AM. Premise 2’ (.𝑥#$ ): It was 3:30AM so

𝑃(𝑦!|𝑥) > 𝑝(𝑦"# |𝑥)

𝑃( )𝑦|)𝑥"# ) > 𝑃()𝑦|)𝑥!#)

𝑃(𝑦"# |𝑥)
𝑃(𝑦"# |𝑥$%&'())

>
𝑃(𝑦!|𝑥)

𝑃(𝑦!|𝑥$%&'())

log𝑃(𝑦"|𝑥) ≈ −16

log𝑃(𝑦"# |𝑥) ≈ −20

both probabilities low due to 
surface form competition!

no competition ⟶
similarly high probabilities

log𝑃()𝑦|)𝑥" ) ≈ −12

log𝑃()𝑦|)𝑥"# ) ≈ −12

Holtzman et al., Surface Form CompeOOon: Why the Highest Probability Answer Isn’t Always Right, EMNLP 2021 49
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Noisy Channel (Min et al., 2022)

another alternative to calibrate the probability of final output

Note   

50
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So far …

Contextual Calibration
(CC) argmax

&

𝑃 𝑦& 𝑥, 𝐶
𝑝(𝑦&|[𝑁/𝐴], 𝐶)

Domain Conditional PMI
(PMI!")

arg𝑚𝑎𝑥
&

𝑃(𝑦&|𝑥, 𝐶)
𝑃(𝑦&|𝑥"#$%&', 𝐶)

both papers focuses on novel ways to calculate the probabilities for 
language modeling 

↓
improve performance with minimal changes

effective for single token outputs but not suited for 
multi-token generation. 

removes surface form competition and generic 
output bias. However, domain specific string is 
subjective and difficult to choose the best one to use.

𝑠(&) = Template(𝑥(&), 𝑦(&))

𝐶 = Concat 𝑠 & , … , 𝑠 (

𝑝(𝑦|𝑥, 𝐶)

51
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Label Biases in ICL

• Vanilla-label bias 

• Context-label bias

• Domain-label bias

Yu Fei et al., Mitigating label biases for in-context learning, ACL 2023 53
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Domain label bias

𝑏𝑖𝑎𝑠 =
1
2
F

!∈ℒ
𝑝 𝑦 𝑥$%&. − 𝑝(𝑦|𝑥(.).)

Yu Fei et al., Mitigating label biases for in-context learning, ACL 2023 54
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Domain-Context Calibration 

�̅�(𝑦|𝐶) =
1
𝑇
D
)*+

,

𝑝(𝑦| Random i. d. text ), 𝐶)

.𝑦& = argmax
-∈ℒ

𝑝 𝑦 𝑥& , 𝐶
�̅�(𝑦|𝐶)

Yu Fei et al., MiOgaOng label biases for in-context learning, ACL 2023 55
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Domain-Context Calibration 

Yu Fei et al., Mitigating label biases for in-context learning, ACL 2023 56
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Prototypical Calibration for Few-shot Learning

Han et al., Prototypical Calibration for Few-shot Learning, ICLR 2023 59
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Decision boundary greatly influences the few-shot 
performance

Han et al., Prototypical Calibration for Few-shot Learning, ICLR 2023 60
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Prototypical Calibration for Few-shot Learning

• Performant decision boundaries are inconsistent across language models and prompts. 

• PC adap:vely learn a decision boundary for few-shot classifica:on:
• It es7mates 𝑁 prototypical clusters for the model output p for 𝑁 classes

• Then, assign labels to clusters according to labels of few-shot examples

• Inference :me:

Han et al., Prototypical Calibration for Few-shot Learning, ICLR 2023 61
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Questions

• What is the disadvantage of non-linear decision boundaries?
• non-linear decision boundaries learned by PC tend to be susceptible to overfitting and may suffer 

from instability in EM-GMM

• Is content-free input a good estimator of the contextual prior?
• relying on content-free tokens for calibration is not always optimal and may even introduce 

additional bias, depending on the task type.

Zhou et al., Batch calibration: Rethinking calibration for in-context learning and prompt engineering 65
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Batch CalibraEon

• Batch Calibra:on (BC), a zero-shot and self-adap:ve (inference-only) calibra:on
• only involves unlabeled test samples 

• BC accurately models the bias from the prompt context (i.e. contextual bias) by 
marginalizing the LLM scores in the batched input.

• extends BC to the black-box few-shot learning (BCL)
• introducing a single learnable parameter into BC, which enables it to adapt and learn the contextual 

bias from the available data resources.

Zhou et al., Batch calibration: Rethinking calibration for in-context learning and prompt engineering 66



/ 71

Batch Calibration

• Uses linear decision boundary for its robustness

• Instead of relying on content-free tokens, estimates the contextual bias for each class 
from a batch with M samples:

67Zhou et al., Batch calibra1on: Rethinking calibra1on for in-context learning and prompt engineering
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Results

Batch Calibration (BC) achieves the best performance on 1-shot ICL over CC, DC, and PC on
an average of 13 NLP tasks on PaLM 2 and outperforms the zero-shot CLIP on image tasks.

Zhou et al., Batch calibration: Rethinking calibration for in-context learning and prompt engineering 68
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Results on PaLM 2-S

Zhou et al., Batch calibra1on: Rethinking calibra1on for in-context learning and prompt engineering 69
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Unified framework

• CC: �̂� = 𝑝(𝑦|[𝑁/𝐴], 𝐶)

• DC:        �̂�(𝑦|𝐶) = +
,
∑)*+, 𝑝(𝑦| RANDOM TEXT ), 𝐶)

• PC: 

• BC: 

Zhou et al., Batch calibration: Rethinking calibration for in-context learning and prompt engineering

�̂�(𝑦|𝐶) = 𝔼' 𝑝(𝑦|𝑥, 𝐶) ≈ (
)
∑!*() 𝑝(𝑦|𝑥(!), 𝐶)

70
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• Contextual Calibra:on (CC): calibrates the LLM given content-free tokens (“N/A”)
• PMI-DC: calibrates the LLM given domain tokens (e.g., “?”, “because”)
• Domain-context Calibra:on (DC): calibrates the LLM given random i.d. tokens
• Prototypical Calibra:on (PC): learning a robust non-linear decision boundary using 

unlabeled samples
• Batch Calibra:on (BC): es:mates the contextual bias for each class from a batch of 

unlabeled samples

71
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Questions


