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Motivation 

• RLHF is a complex and unstable process. 
• A lot of knobs such as 𝛽, controlling the KL divergence term. 

• Can we directly optimize the preference function?
• Represented by the LLM itself. 
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How to go about it?

• First, note that the optimal solution to this RL problem

is                                                                    .

• How? Form the Lagrangian:

• ℒ = ∫ 𝑟! 𝑥, 𝑦 − 𝛽 log "! 𝑦 𝑥
""#$ 𝑦 𝑥 𝜋# 𝑦 𝑥 𝑝 𝑥 𝑑𝑥𝑑𝑦 +

𝜆 1 − 3𝜋# 𝑦 𝑥 𝑝 𝑥 𝑑𝑥𝑑𝑦 .
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How to go about it? (cont.)

• Now, for any particular value of (x, y), take the derivative of the 
Lagrangian w.r.t. 𝜋# 𝑦 𝑥 and find its roots:

• $ℒ
$"! 𝑦 𝑥 = 𝑟! 𝑥, 𝑦 − 𝛽 log "! 𝑦 𝑥

""#$ 𝑦 𝑥 𝑝 𝑥 − 𝛽𝑝 𝑥 − 𝜆𝑝(𝑥) = 0.

• "! 𝑦 𝑥
""#$ 𝑦 𝑥 = exp &

'
𝑟! 𝑥, 𝑦 . exp − ()'

'

• 𝜋# 𝑦 𝑥 = exp − ()'
'

𝜋*+, 𝑦 𝑥 exp &
'
𝑟! 𝑥, 𝑦
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Can we decipher the reward function from 𝜋?

• Solving  𝜋# 𝑦 𝑥 = exp − ()'
'

1/𝑍(𝑥)

𝜋*+, 𝑦 𝑥 exp &
'
𝑟! 𝑥, 𝑦 for the r.

• Therefore, 𝑟! 𝑥, 𝑦 = 𝛽 log "! 𝑦 𝑥
""#$ 𝑦 𝑥 + 𝛽 log 𝑍(𝑥). 
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Now apply the loss for learning reward!

• Recall: 

• Now replace 𝑟! 𝑥, 𝑦 = 𝛽 log "! 𝑦 𝑥
""#$ 𝑦 𝑥 + 𝛽 log 𝑍(𝑥) into this Eq. 

• It becomes: 
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How does the grad. update look like?

• Recall that: 

• Therefore:
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How to interpret this?

• It’s a weighted next token predictor loss.
• It gets larger weight whenever the relative ordering of the winner and 

loser completions are not correct. 
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Tasks

• Positive sentiment generation: Given prefix of a movie review from 
IMDb dataset, y is the completion with positive sentiment.
• Summarization: Summarize a given forum post from Reddit; the 

TL;DR Reddit dataset. 
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