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Motivation

• Given a pretrained decoder model (e.g. GPT-3).
• You want to generically improve the model. 
• How to go about this? 
• Loss?
• Architecture? 
• Data?
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Motivation (cont.)

• LLMs acquire knowledge in novel domains using small training data.
• Hence a good strategy is to use mixture of many diverse smaller

datasets.
• Data quality also matters a lot. 
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Preparing Diverse Data
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Constituent Datasets

• Pile-CC: 
• Diverse domains with varying quality.
• Boilerplate removal: categorizing HTML content as valuable vs. irrelevant 

(header, footer, navigation links, etc.) 
• jusText on the raw HTML file is used instead of WET files in the Common 

Crawl.
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Why just CC is not enough?

• Stratified sampling!
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Constituent Datasets (cont.)

• PubMed Central  (PMC): full text 5 million biomed publications.
• Books3: mix of fiction & non-fiction books
• Long range context modeling
• Coherent storytelling 

• OpenWebText2: Recent content from Reddit 
• High quality and general purpose

• ArXiv: LaTeX content for math, physics, and CS related domains.
• GitHub
• FreeLaw: Courts legal opinion
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Constituent Datasets (cont.)

• Stack Exchange: A large question-answer pairs dataset.
• Wide range of subjects

• USPTO Backgrounds: Technical subject aimed for non-tech audience. 
• Wikipedia (English)
• Spans many domain; Described in plain English 

• PubMed Abstracts: Not biased towards recent papers.
• Project Gutenberg: Western literature before 1919. 
• OpenSubtitles:
• Natural dialog; useful for interactive storytelling 
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Constituent Datasets (cont.)

• DeepMind Math: Collection of math problems from algebra, 
arithmetic, etc. formatted in natural language. 
• BookCorpus2: unpublished books.
• Ubuntu IRC: Chatlogs of all Ubuntu-related channels on FreeNode

IRC.
• EuroParl: Multilingual Parallel corpus of European Parliament (21 

Langs.)
• YouTube subtitle 
• PhilPapers: Philosophy papers.
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Constituent Datasets (cont.)

• NIH Grant Abstracts: High quality scientific writing 
• Hacker News: Submitted articles focused around CS, and 

entrepreneurship; comment trees  
• Enron emails
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Does this dataset (Pile) have any added 
value?
• Benchmarking current language models using the Pile.
• Bits per UTF-8 encoded byte (BPB) 

• 𝐵𝑃𝐵 = !!
!"
log" 𝑒#, 𝑙 = negative log likelihood 

• LT = length of dataset in tokens
• LB = length of dataset in UTF-8 encoded bytes

• !!
!"
= 0.29335 for the GPT-2 tokens/bytes for the Pile
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Does this dataset (Pile) have any added 
value?
• Tokenize each document separately.
• Divide documents into segments of up to the max model seq. length.
• 1024 for GPT-2 and 2048 for GPT-3

• Predict logits of each segment. 
• e.g. for scoring tokens 1 to 1024, tokens 0 .. 1023 are given as input.

• The whole Pile perplexity is a weighted average of constituent 
perplexities. 
• weights = dataset size
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Does this dataset (Pile) have any added 
value?
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Which components of Pile are more valuable?

• Retrain GPT-3 having each component included.
• Compare the resulting perplexity before and after training.
• Very expensive! 
• Train on GPT-2 instead (GPT-2Pile) and compare the loss against GPT-

3.
• To normalize the results, subtract the same quantity for 

OpenWebText2 (OWT2)
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Most valuable components are Academic!
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Training on Pile

• 1.3 B model is trained. 
• Tested on WikiText and LAMBADA benchmarks.
• Decontaminate the test set based on 13-gram overlaps.
• Down sample to 40GB to control the dataset size. 
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Training on Pile (cont.)
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Takeaways

• Training on the Pile results in improvement over WikiText.
• Stayed competitive on LAMBADA.

• Significantly improved over all components of the Pile.
• Great cross-domain generalization, without compromising traditional

benchmarks.  
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Key Question

• How far a high quality training corpus can go?
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Data sources to train code LLMs

• The Stack (source code from repos with permissive license)
• 3 TBs
• 30 programming languages
• Crawled from GitHub

• StackOverflow
• CodeContest
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The Stack is not a good source to learn 
programming!
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The Stack is not a good source to learn 
programming! (cont.)
• Sample are not self-contained.
• Sometimes depend on other modules. So it’s hard to understand.
• Trivial or boilerplate code: define constants, set params, etc. 
• No algorithmic logic; or else buried inside complex functions.
• Biased towards certain use cases.
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Solution Overview

• Classify instructive vs. uninstructive codes in Stack and StackOverflow.
• Filter out the uninstructive codes.
• 6B tokens

• Making a synthetic textbook quality codes using GPT-3.5.
• < 1B tokens

• Small synthetic exercise dataset ~ 180M tokens 
• Exercise and solution
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Sample code classification

• Take 100k samples of Stack+StackOverflow (out of 35 million)
• Prompt GPT-4: Given the code snippet, determine its educational 

value for a student whose goal is to learn basic coding concepts.
• Train a random forest classifier to detect good vs. bad codes.
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Creation of diverse synthetic data
• What is the main challenge? 
• LLMs tend to generate repetitive samples.
• Put constraints on the topics, and target audience. 
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The CodeExercise dataset

• The goal is to align the model to perform function completion tasks 
based on the natural language instructions. 
• Diversity is maintained by constraining the function name. 
• Made sure that these samples are not similar to any sample in the 

HumanEval.
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The CodeExercise dataset (cont.)
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Model architecture and tuning

• Decoder only – FlashAttention implementation of multi-head 
attention. 
• 1.3B params; 24 layers; hidden dim 2048; MLP inner dim 8192; 32

attention heads   (Also a smaller 350M model)
• Pretraining on CodeTextbook (filtered + synthetic)
• Batch size 1024
• 36,000 steps
• Achieves 29% on HumanEval
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Model architecture and tuning (cont.)

• Fine tuning on CodeExercises dataset.
• Batch size = 256
• 6,000 steps
• Pick the best checkpoint (every 1000 steps)
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Chat mode?
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Test on unconventional codes (Graded by 
GPT-4)
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