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Why do we need to evaluate LLM?


& How can we evaluate them?




Evaluation Evolution in NLP!

NLP task-specific accuracy

MUC evaluation (Grishman & Sundheim, 1996)

SNLI (Bowman et al., 2015) and SQuAD (Rajpurkar et al., 2016).


SemEval (Nakov et al., 2019), CoNLL (Sang & Meulder, 2003), GLUE (Wang et 
al., 2019b), SuperGLUE (Wang et al., 2019a), and XNLI (Conneau et al., 2018).


Offering a holistic measure of its overall performance.

Task-centered benchmarks   Capability-centered assessments→



Evaluation Importance

• ChatGPT (OpenAI, 2022) obtained over 100 million users 
within just two months.


• Potential risks to deploy at scale: Natural text generation, 
code generation, and tool use.


• A dedicated line of research for evaluating on different 
aspects.



LLM Evaluation Survey

Knowledge and capability evaluation


Alignment evaluation 


Safety evaluation

Guo, Z., Jin, R., Liu, C., Huang, Y., Shi, D., Yu, L., ... & Xiong, D. 
(2023). Evaluating Large Language Models: A Comprehensive 
Survey. arXiv preprint arXiv:2310.19736.



Review of Commonly Used Metrics in NLP



Precision, Recall, Acc, F1
M

et
ric

s • Precision:

Definition: Measures the proportion of positive identifications that were actually 
correct.

Formula: Precision = TP / (TP + FP)


TP (True Positives): Correct positive predictions

FP (False Positives): Incorrect positive predictions


• Recall (Sensitivity):

Definition: Measures the proportion of actual positives that were correctly identified.

Formula: Recall = TP / (TP + FN)


FN (False Negatives): Missed positive predictions


• Accuracy:

Definition: Measures the proportion of all predictions that were correct.

Formula: Accuracy = (TP + TN) / (TP + FP + FN + TN)


TN (True Negatives): Correct negative predictions


• F1 Score:

Definition: Harmonic mean of Precision and Recall, balancing the two metrics.

Formula: F1 Score = 2 * (Precision * Recall) / (Precision + Recall)




BLEU: Bilingual Evaluation Understudy
M

et
ric

s

log BLEU = min (1 − lr
lc

,0) + ∑N
n=1 wn log pn

BLEU is a method for evaluating the quality of text in machine-translation. 

It works by comparing the machine-translated text to reference translations.

pn =
 Number of ngrams in system and reference translations 

 Number of ngrams in system translation 

w = Weight for each n-gram (typically equal weight)

lc= length of hypothesis translation

lr= length of closest reference translation

Score Range: 0 to 1 (or 0 to 100%). Higher is better.



Metric for Evaluation of Translation with Explicit Ordering (METEOR)
M

et
ric

s -METEOR is another metric for evaluating machine translation:
-Considering synonyms, stemming, and paraphrasing
-More weights to Recall
-Better correlates with human judgement

- Penalty of ordering

Fmean  = 10PR
R + 9P

M = Fmean (1 − penalty)

Penalty = 0.5 × ( number of chunks
number of unigrams matched )

3

• "number of chunks" refers to the count of non-contiguous sequences of matched words in the candidate translation.
• "number of unigrams matched" is the total count of matched unigrams (individual words) in the candidate translation.



Recall-oriented Understudy for Gisting Evaluation (ROUGE)
M

et
ric

s Metric proposed to evaluate text summaries. It calculates recall score of the 
generated sentences corresponding to the reference sentences using n-grams.

ROUGE − N =
∑S∈RSum

∑gn∈S Cm(gn)
∑S∈RSum

∑gn∈S C(gn)

 represents the highest number of n-grams

that are present in candidate as well as ground truth summaries


 reference summaries


ROUGE-L is based on the longest common subsequence (LCS)

 between our model output and reference:


	 R: The cat is on the mat.

	 C: The cat and the dog.


cm

Rsum



MRR (Mean Reciprocal Rank)
M

et
ric

s MRR is a statistic measure for evaluating any process that produces a list of 
possible responses to a sample of queries, ordered by probability of 
correctness.

Q’s are queries.

MRR =
1

|Q |

|Q|

∑
i=1

1
ranki



Evaluating Knowledge and Capability in LLMs



Knowledge and Capability - Overview 

• How effectively LLMs process, interpret, and generate human 
language? 

• Essential for understanding the practical applications and 
limitations of these models.

• Question Answering


• Knowledge Completion


• Reasoning
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Question Answering 

• Definition: Assessing LLMs' ability to provide accurate answers 
to various types of questions from a wide range of sources. 

• Indicator of a model's knowledge base and understanding of 
context.

• Question Answering


• Knowledge Completion


• Reasoning



Question Answering 

• Definition: Assessing LLMs' ability to provide accurate answers 
to various types of questions from a wide range of sources. 

• Indicator of a model's knowledge base and understanding of 
context.

Stanford Question Answering Dataset (SQuAD) is a reading comprehension dataset, 
consisting of questions posed by crowdworkers on a set of Wikipedia articles, where 
the answer to every question is a segment of text, or span, from the corresponding 
reading passage, or the question might be unanswerable. 

Dataset v2: 100,000 questions in SQuAD1.1 with over 50,000 unanswerable

Metrics: Exact Match, F1

Pranav Rajpurkar, Robin Jia, and Percy Liang.
Know What You Don’t Know: Unanswerable Questions for SQuAD. 
In Proceedings of the ACL 2018.

• Question Answering


• Knowledge Completion


• Reasoning



Question Answering 

• Definition: Assessing LLMs' ability to provide accurate answers 
to various types of questions from a wide range of sources. 

• Indicator of a model's knowledge base and understanding of 
context.

NarrativeQA is an English-lanaguage dataset of stories and corresponding questions 
to test reading comprehension, especially on long documents.  

Two categories: ”summaries only" and "stories only" 

Dataset:    1,572 stories (books, movie scripts) & human generated summaries
train 32747  val 3461 test 10557

Metrics: BLEU-1 BLEU-4 Meteor ROUGE-L MRR

Tomáš Kočiský, Jonathan Schwarz, Phil Blunsom, Chris Dyer, Karl Moritz Hermann, Gábor Melis, and Edward Grefenstette
The NarrativeQA Reading Comprehension Challenge. 
TACL 2018.

• Question Answering


• Knowledge Completion


• Reasoning



Question Answering 

• Definition: Assessing LLMs' ability to provide accurate answers 
to various types of questions from a wide range of sources. 

• Indicator of a model's knowledge base and understanding of 
context.

(1) the questions require finding and reasoning over multiple supporting documents to answer

(2) the questions are diverse and not constrained to any pre-existing knowledge bases or knowledge schemas

(3) provide sentence-level supporting facts required for reasoning

(4) a new type of factoid comparison questions to test QA systems


Dataset:  113k Wikipedia-based question-answer pairs

Metrics: Exact Match, F1

Zhilin Yang, Peng Qi, Saizheng Zhang, Yoshua Bengio, William Cohen, Ruslan Salakhutdinov, and Christopher D. Manning. 
HotpotQA: A Dataset for Diverse, Explainable Multi-hop Question Answering. 
EMNLP 2018.

• Question Answering


• Knowledge Completion


• Reasoning



Question Answering 

• Definition: Assessing LLMs' ability to provide accurate answers 
to various types of questions from a wide range of sources. 

• Indicator of a model's knowledge base and understanding of 
context.

CoQA is a large-scale dataset for Conversational Question Answering systems.  
1) The questions are conversational;  
2) The answers can be free-form text;  
3) Each answer also comes with an evidence subsequence highlighted in the passage 
4) The passages are collected from seven diverse domains. 

Dataset: 127,000+ questions with answers collected from 8000+ conversations.
Metrics: Exact Match and F1

Siva Reddy, Danqi Chen, and Christopher D. Manning. 
CoQA: A Conversational Question Answering Challenge. 
TACL 2019.

• Question Answering


• Knowledge Completion


• Reasoning



Question Answering 

• Definition: Assessing LLMs' ability to provide accurate answers 
to various types of questions from a wide range of sources. 

• Indicator of a model's knowledge base and understanding of 
context.

Open Domain
1) Data sources include questions and documents from Baidu Search and Baidu Zhidao, 

with manually generated answers. 
2) The dataset supports a variety of question types, notably yes-no and opinion questions, 

offering extensive research opportunities.

Dataset:   200K questions, 420K answers, and 1M documents
Metrics: BLEU-1 BLEU-4 Meteor ROUGE-L MRR

Wei He, Kai Liu, Jing Liu, Yajuan Lyu, Shiqi Zhao, Xinyan Xiao, Yuan Liu, Yizhong Wang, Hua Wu, Qiaoqiao She,
Xuan Liu, Tian Wu, and Haifeng Wang. 
DuReader: a Chinese Machine Reading Comprehension Dataset from Real-world Applications. 
In ACL 2018.

• Question Answering


• Knowledge Completion


• Reasoning



Question Answering 

• Definition: Assessing LLMs' ability to provide accurate answers 
to various types of questions from a wide range of sources. 

• Indicator of a model's knowledge base and understanding of 
context.

To evaluate systems that can read the web, and then answer complex questions 
about any topic from queries issued to the Google search engine. 
Human annotator - Long and short answer from wiki. 
Dataset:     Train 307,373 example with single annotations; 

Dev 7,830 (5-way annotations) and  Test 7,842 (5-way annotations)
Analysis 25-way annotations on 302 examples
Metrics: Precision, Recall, F1

Tom Kwiatkowski, Jennimaria Palomaki, Olivia Redfield, Michael Collins, Ankur Parikh, Chris Alberti, Danielle Epstein, Illia 
Polosukhin, Jacob Devlin, Kenton Lee, Kristina Toutanova, Llion Jones, Matthew Kelcey, Ming-Wei Chang, Andrew M. Dai, 
Jakob Uszkoreit, Quoc Le, and Slav Petrov. 
Natural Questions: A Benchmark for Question Answering Research. 
TACL 2019.

• Question Answering


• Knowledge Completion


• Reasoning



Knowledge Completion 

• Subject-relation-object triples of factual and commonsense knowledge 
crucial in scenarios like data analysis, research, and content creation.

• Question Answering


• Knowledge Completion


• Reasoning


Sources 
1) Knowledge Data Source  Wikipedia 
2) Evolving Data Source  500 articles factual/fictional (last 90 days) 

Selected 19 tasks, primarily focusing on world knowledge about entities, concepts, and events. 
Knowledge Memorization (KM) - complete triplets from Wikidata5M 
Knowledge Understanding (KU) - understanding entities 
Knowledge Applying (KA) - multi hop reasoning 
Knowledge Creating (KC) - Predicting next event 

Standard scores 

→
→

Yu, Jifan, et al. 
"KoLA: Carefully Benchmarking World Knowledge of Large Language Models.”
 arXiv preprint arXiv:2306.09296 (2023).

Knowledge-oriented LLM Assessment benchmark (KoLA) - (i)

https://github.com/THU-KEG/KoLA
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Wikidata5m is a million-scale knowledge graph dataset with aligned corpus.

Xiaozhi Wang, Tianyu Gao, Zhaocheng Zhu, Zhengyan Zhang, 
Zhiyuan Liu, Juanzi Li, and Jian Tang. 
KEPLER: A Unified Model for Knowledge Embedding and 
Pre-trained Language Representation. 
TACL 2021.



Knowledge Completion
Knowledge-oriented LLM Assessment benchmark (KoLA) - (ii)

• Question Answering


• Knowledge Completion


• Reasoning




Knowledge Completion
Knowledge-oriented LLM Assessment benchmark (KoLA) - (iii)

zij =
xij − μ(xi1, …, xi|M|)

σ(xi1, …, xi|M|)
sij = 100

zij −min(z)

max(z) −min(z)

Standardized Overall Scoring

• Question Answering


• Knowledge Completion


• Reasoning




Reasoning 

• Definition: The capacity of LLMs to apply logic and reasoning in problem-solving. 

• Central to complex tasks such as decision-making, prediction, and analysis.

• Question Answering


• Knowledge Completion


• Reasoning


Commonsense Reasoning
Logical Reasoning
Multi-hop Reasoning
Mathematical Reasoning

Commonsense Reasoning

Logical Reasoning

Multi-hop Reasoning

Mathematical Reasoning



Commonsense Reasoning
• Generally involves understanding and applying everyday knowledge and facts about 

the world, crucial for tasks that require general understanding and context-awareness.

SWAG (Zellers et al., 2018), given a textual description of an event, a probable subsequent event needs to be inferred.

VCR (Zellers et al., 2018) an attempt that focuses on the visual aspects of common sense.

• Question Answering


• Knowledge Completion


• Reasoning


Commonsense Reasoning
Logical Reasoning
Multi-hop Reasoning
Mathematical Reasoning



Commonsense Reasoning
CommonsenseQA

Alon Talmor, Jonathan Herzig, Nicholas Lourie, and 
Jonathan Berant. 
CommonsenseQA: A Question Answering Challenge 
Targeting Commonsense Knowledge. 
In Proceedings of the NAACL 2019.

12,247 commonsense questions.


• Question Answering


• Knowledge Completion


• Reasoning


Commonsense Reasoning
Logical Reasoning
Multi-hop Reasoning
Mathematical Reasoning



Logical Reasoning
• Focuses on the ability of models to apply logic to derive conclusions, essential for tasks 

requiring strict logical coherence and deduction.

Natural language inference datasets

logical relationship between a hypothesis and a premise.

a pair of sentences as input and classify their relationship labels from

 entailment, contradiction, and neutral 


Multi-choice reading comprehension datasets

Text generation datasets

• Question Answering


• Knowledge Completion


• Reasoning


Commonsense Reasoning
Logical Reasoning
Multi-hop Reasoning
Mathematical Reasoning



Logical Reasoning
• Focuses on the ability of models to apply logic to derive conclusions, essential for tasks 

requiring strict logical coherence and deduction.

Dataset 
Name SNLI (Stanford Natural Language Inference)

Task Natural Language Inference (NLI)

Size 570,000 pairs

Metric Accuracy

Example Premise: "A man inspects the uniform of a figure in some East Asian country." 
Hypothesis: "The man is sleeping." Label: Contradiction

Reference Bowman et al., 2015

• Question Answering


• Knowledge Completion


• Reasoning


Commonsense Reasoning
Logical Reasoning
Multi-hop Reasoning
Mathematical Reasoning



Logical Reasoning
• Focuses on the ability of models to apply logic to derive conclusions, essential for tasks 

requiring strict logical coherence and deduction.

Dataset 
Name MultiNLI (Multi-Genre Natural Language Inference)

Task Natural Language Inference across multiple genres

Size 433,000 pairs

Metric Accuracy

Example Premise: "In Paris, a man played the guitar for the crowd." Hypothesis: 
"A man was playing an instrument." Label: Entailment

Reference Williams et al., 2018

• Question Answering


• Knowledge Completion


• Reasoning


Commonsense Reasoning
Logical Reasoning
Multi-hop Reasoning
Mathematical Reasoning



• Question Answering


• Knowledge Completion


• Reasoning


Commonsense Reasoning
Logical Reasoning
Multi-hop Reasoning
Mathematical Reasoning

Logical Reasoning
• Focuses on the ability of models to apply logic to derive conclusions, essential for tasks 

requiring strict logical coherence and deduction.

Dataset 
Name LogicNLI

Task Logical reasoning in language models

Size 30K instances

Metric Accuracy

Example Premise: "All dogs are mammals. Rex is a dog." Hypothesis: "Rex is a 
mammal." Label: Entailment

Reference
Jidong Tian, Yitian Li, Wenqing Chen, Liqiang Xiao, Hao He, and Yaohui Jin. 2021. Diagnosing the First-Order Logical Reasoning 
Ability Through LogicNLI. In Proceedings of the 2021 Conference on Empirical Methods in Natural Language Processing, pages 3738–
3747, Online and Punta Cana, Dominican Republic. Association for Computational Linguistics.

 Facts F = {f₁, f₂, ..., fₙ}   


 Rules R = {r₁, r₂, ..., rₘ}  


 Statement s is the targeting proposition;


 Premise P = (F, R) 

y =

 Entailment,  P ⊢ s ∧ P ⊬ ¬s
 Contradiction,  P ⊬ s ∧ P ⊢ ¬s
 Neutral,  P ⊬ s ∧ P ⊬ ¬s
 Paradox,  P ⊢ s ∧ P ⊢ ¬s



• Question Answering


• Knowledge Completion


• Reasoning


Commonsense Reasoning
Logical Reasoning
Multi-hop Reasoning
Mathematical Reasoning

Logical Reasoning
• Focuses on the ability of models to apply logic to derive conclusions, essential for tasks 

requiring strict logical coherence and deduction.

Dataset Name XNLI (Cross-Lingual Natural Language Inference)

Task
Cross-lingual natural language inference: crowd-sourced collection of 5,000 test and 
2,500 dev pairs for the MultiNLI corpus in 14 languages:
French, Spanish, German, Greek, Bulgarian, Russian, Turkish, Arabic, Vietnamese, Thai, 
Chinese, Hindi, Swahili and Urdu. 

Size 112.5k annotated pairs

Metric Accuracy

Reference

Alexis Conneau, Ruty Rinott, Guillaume Lample, Adina Williams, Samuel Bowman, 
Holger Schwenk, and Veselin Stoyanov. 2018. XNLI: Evaluating Cross-lingual 
Sentence Representations. In Proceedings of the 2018 Conference on Empirical 
Methods in Natural Language Processing, pages 2475–2485, Brussels, Belgium. 
Association for Computational Linguistics.



Multi-hop Reasoning
• Entails drawing conclusions by connecting multiple pieces of information, important for 

complex problem-solving where a single step of reasoning is not sufficient.

Dataset 
Name HybridQA

Task Question Answering over tabular and textual data

Size ~70K question-answer pairs

Metric EM/F1 score

Example Question: "Which country does the actor who plays Neville Longbottom come from?" (requiring information from both a 
table about Harry Potter characters and external text data about the actor) Answer: "United Kingdom"

Reference Wenhu Chen, Hanwen Zha, Zhiyu Chen, Wenhan Xiong, Hong Wang, and William Yang Wang. 2020. HybridQA: A Dataset of Multi-Hop Question Answering over Tabular 
and Textual Data. In Findings of the Association for Computational Linguistics: EMNLP 2020, pages 1026–1036, Online. Association for Computational Linguistics.

• Question Answering


• Knowledge Completion


• Reasoning


Commonsense Reasoning
Logical Reasoning
Multi-hop Reasoning
Mathematical Reasoning



Mathematical Reasoning
Deals with the capability to solve mathematical problems and understand mathematical 
concepts, critical for tasks that require numerical understanding and manipulation.

Name Size Description Reference

AddSub 395 Focuses on arithmetic problems involving addition and subtraction.
Mohammad Javad Hosseini, Hannaneh 
Hajishirzi, Oren Etzioni, and Nate Kushman. 
2014. Learning to Solve Arithmetic Word 
Problems with Verb Categorization. EMNLP.

SingleEq 508 Contains single-variable linear equations.
Rik Koncel-Kedziorski, Hannaneh Hajishirzi, 
Ashish Sabharwal, Oren Etzioni, and Siena 
Dumas Ang. 2015. Parsing Algebraic Word 
Problems into Equations. TACL.

GSM8K 8,500 Grade School Math, a diverse set of K-12 math word problems.
Cobbe, K., Kosaraju, V., Bavarian, M., Chen, M., 
Jun, H., Kaiser, L., ... & Schulman, J. (2021). 
Training verifiers to solve math word problems. 
arXiv preprint arXiv:2110.14168.

MATH 12,500 Includes 7 types of problems: Prealgebra, Algebra, Number Theory, 
Counting and Probability, Geometry, Intermediate Algebra, and Precalculus.

Hendrycks, Dan, et al. "Measuring mathematical 
problem solving with the math dataset." NeuRIPS 
2021.

SVAMP 1000 SVAMP is a dataset that consists of structured variants and misconceptions 
for arithmetic mathematical problems

Arkil Patel, Satwik Bhattamishra, and Navin 
Goyal. 2021. Are NLP Models really able to 
Solve Simple Math Word Problems?. NAACL.

 JEEBench 450 Challenging pre-engineering mathematics, physics and chemistry problems 
from the IIT JEE-Advanced Exam. 

Arora, Daman, and Himanshu Gaurav Singh. 
"Have LLMs Advanced Enough? A Challenging 
Problem Solving Benchmark For Large 
Language Models." arXiv preprint 
arXiv:2305.15074 (2023).

• Question Answering


• Knowledge Completion


• Reasoning


Commonsense Reasoning
Logical Reasoning
Multi-hop Reasoning
Mathematical Reasoning



Alignment Evaluation



Alignment Evaluation 

• Ethical Considerations in LLMs 

• Instruction/RLHF-tuned LLMs have impressive capabilities, but still 
suffering from annotators’ biases and hallucinations.

• Ethics and Morality 


• Bias


• Toxicity 


• Truthfulness


Ethics and Morality

Bias

Toxicity

Truthfulness



Ethics and Morality

• Whether they generate content that potentially deviates from ethical standards

• Ethics and Morality 


• Bias


• Toxicity 


• Truthfulness


Evaluation with Expert-defined Ethics and Morality

Evaluation with Crowdsourced Ethics and Morality 

Evaluation with Hybrid (Expert/Crowd) Ethics and Morality

Evaluation with AI-assisted Ethics and Morality



Bias
• “A bias that produces a harm to different social groups”: include the association of particular stereotypes with 

groups, the devaluing of groups, the underrepresentation of particular social groups, and the inequitable allocation 
of resources to different groups

• Ethics and Morality 


• Bias


• Toxicity 


• Truthfulness


Task 

NLI example: (1) A rude person visits the bishop. (2) An Uzbek visits the bishop.

MT: ‘nurse’ is translated as female, and ‘programmer’ as male.

WinoMT Challenge Set (Stanovsky et al., 2019) conducts the first large-scale, multilingual evaluation 
on translation systems.

General LLM

ToxiGen: Dataset of HateSpeech detection



Toxicity
• Toxic behavior and unsafe content: hate speech, offensive/abusive language, etc.

• Ethics and Morality 


• Bias


• Toxicity 


• Truthfulness
 OLID (Zampieri et al., 2019a) and SOLID (Rosenthal et al., 2021)


The most famous datasets for evaluating toxicity classification in English.


HarmfulQ (Shaikh et al., 2023): Contains 200 explicitly toxic questions generated by 
text-davinci-002, useful for assessing LLMs' responses.


RealToxicityPrompts (Gehman et al., 2020): Features 100K natural prompts, 
including 22K with high toxicity scores, for testing LLMs like ChatGPT.(Deshpande 
et al., 2023). 


A widely-used tool for measuring toxicity is the PerspectiveAPI proposed by 
Google Jigsaw (Lees et al., 2022).




Truthfulness
• LLMs may fabricate facts and generate misinformation, thereby reducing the 

reliability of the generated texts (Bang et al., 2023) — Law and Medicine

• Ethics and Morality 


• Bias


• Toxicity 


• Truthfulness


Question Answering setting with unknown label

NewsQA (Trischler et al., 2017), SQuAD 2.0 (Rajpurkar et al., 2018), BIG-bench (Srivastava et 

al., 2022)

SelfAware (Yin et al., 2023) is a benchmark designed to evaluate how well LLMs:

1,032 unanswerable questions: no scientific consensus, imaginary, completely subjective, 

too many variables, and philosophical.



Safety Evaluation

• Robustness Evaluation


• Risk Evaluation




Robustness Evaluation 
• Robustness Evaluation


• Risk Evaluation


Adversarial Prompts

PromptBench,

targeting prompts across multiple levels: character, word, sentence, 
and semantic. 


Zhu, Kaijie, et al. "PromptBench: Towards Evaluating the Robustness of 
Large Language Models on Adversarial Prompts." arXiv preprint 
arXiv:2306.04528 (2023).



Robustness Evaluation 
• Robustness Evaluation


• Risk Evaluation


Task Robustness

Wang et al. (2023b) evaluate the robustness of ChatGPT across various NLP 
tasks, including translation, question-answering (QA), text classification, and 
natural language inference (NLI). They perform this evaluation using AdvGLUE 
(Wang et al., 2021) and ANLI (Nie 37 et al., 2020) as benchmark datasets for 
evaluating the robustness of LLMs on these tasks



Robustness Evaluation 
• Robustness Evaluation


• Risk Evaluation


Alignment 
Robustness

the stability of the alignment towards human values.

Liu, Yi, et al. "Jailbreaking chatgpt via prompt engineering: An empirical 
study." arXiv preprint arXiv:2305.13860 (2023).



Risk Evaluation 
• Robustness Evaluation


• Risk Evaluation


Instead of assessing the existing capabilities of LLMs  catastrophic safety risks→



Evaluation Organizations



Risk Evaluation 

Evaluation Organizations



Risk Evaluation 

GLUE Benchmark

Task Evaluation Metric Example Dataset/Task

CoLA (Corpus of Linguistic 
Acceptability)

Matthews Correlation Coefficient 
(MCC) Judging grammatical acceptability of sentences.

SST-2 (Stanford Sentiment Treebank) Accuracy Sentiment analysis on movie reviews.

MRPC (Microsoft Research 
Paraphrase Corpus) F1/Accuracy Identifying whether sentences are paraphrases.

STS-B (Semantic Textual Similarity 
Benchmark)

Pearson and Spearman 
correlation Measuring sentence similarity on a continuous scale.

QQP (Quora Question Pairs) F1/Accuracy Determining if questions asked on Quora are 
semantically equivalent.

MNLI (Multi-Genre Natural Language 
Inference) Accuracy Predicting textual entailment across various genres.

QNLI (Question Natural Language 
Inference) Accuracy Determining if a context sentence contains the 

answer to a question.

RTE (Recognizing Textual Entailment) Accuracy Binary entailment decisions on textual pairs.

WNLI (Winograd NLI) Accuracy Predicting coreference resolution in Winograd-style 
scenarios.



Risk Evaluation 

Task
Evaluation 
Metric Example Dataset/Task

BoolQ (Boolean Questions) Accuracy Answering yes/no questions based on passages.

CB (CommitmentBank) Accuracy/F1 Evaluating entailment and contradiction in sentences.

COPA (Choice of Plausible Alternatives) Accuracy Selecting the more plausible alternative in a given scenario.

MultiRC (Multi-Sentence Reading 
Comprehension)

F1a/Exact Match Answering questions based on a paragraph where each 
question may have multiple correct answers.

ReCoRD (Reading Comprehension with 
Commonsense Reasoning)

F1/Exact Match Answering cloze-style questions with entities as answers 
based on a given passage.

RTE (Recognizing Textual Entailment) Accuracy Similar to GLUE but with additional data sources.

WiC (Words in Context) Accuracy Determining if a word is used in the same sense in two 
different sentences.

WSC (Winograd Schema Challenge) Accuracy Resolving coreference in Winograd Schema-style sentences.

AX-b (Broad Coverage Diagnostic) Matthew's Corr A diagnostic set testing various aspects of language 
understanding.

AX-g (General Language Understanding 
Evaluation Diagnostic)

Gender Parity / 
Accuracy

Testing natural language understanding capabilities beyond 
the dataset-specific tasks.

SuperGLUE Benchmark



Risk Evaluation 

LongBench: A Bilingual, Multitask Benchmark for Long Context Understanding

https://github.com/THUDM/LongBench



Risk Evaluation 

MMLU (Massive Multitask Language Understanding)

MMLU (Hendrycks et al., 2021b) initially highlights the disparity between multitasking benchmarks and practical real-world tasks. It compiles data across a 
diverse range of fields including humanities, social sciences, STEM, and 57 additional subjects, with the aim of probing the knowledge and reasoning 
prowess of LLMs.

Hendrycks, D., Burns, C., Basart, S., Zou, A., Mazeika, M., Song, D., & Steinhardt, J. (2020). Measuring massive multitask language understanding. ICLR 2021.



Risk Evaluation 

MMLU (Massive Multitask Language Understanding)

MMLU (Hendrycks et al., 2021b) initially highlights the disparity between multitasking benchmarks and practical real-world tasks. It compiles data across a 
diverse range of fields including humanities, social sciences, STEM, and 57 additional subjects, with the aim of probing the knowledge and reasoning 
prowess of LLMs.

Hendrycks, D., Burns, C., Basart, S., Zou, A., Mazeika, M., Song, D., & Steinhardt, J. (2020). Measuring massive multitask language understanding. ICLR 2021.



Risk Evaluation 

Benchmarks for Holistic Evaluation




