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Courtesy: Most of the slides are adopted from the papers by L. Ouyang et al 2022, “Training language 
models to follow instructions with human feedback” and some slides are also adopted from the RLHF part of 

the LLM course at Princeton, and the course “Recent Trends in Automated Machine Learning,” at TUM.
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Motivation

• LLMs should possess three properties to be applicable in real-world:
• Helpful: should help the user solve their task according to the 

instructions. 
• Honest: should give accurate information;
• should express uncertainty when the model doesn't know the answer, instead 

of hallucinating a wrong answer.

• Harmless: should not cause physical, psychological, or social harm to 
people or the environment.
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Motivation (cont.)
• Misalignment: When the training objective does not capture the 

desiderata we want from models
• Predicting the next token on a webpage from the internet—is 

different from the objective “follow the user’s instructions helpfully
and safely”
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How to go about this?

• Modifying the loss?
• Supervised instruction tuning?
• Use reward signal and Reinforcement Learning to fine tune the 

model. 
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Reinforcement Learning with Human Feedback  (RLHF) : Step 1
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• Need a good policy to start
with. 
• Supervised training with a set of 

instructions is a good start. 
• Essentially the same idea as 

FLAN and T0. 
• What’s the difference here?



6



RLHF : Step 2
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• Need a reward function in order 
to be able run RL. 
• Is the previous data format 

(instruction, answer) sufficient? 
• Need scored data: (instruction, 

answer, score) 
• What are the challenges of 

score?
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RLHF : Step 3
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• Proximal Policy Optimization 
(PPO) is applied.
• It is an on-policy RL algorithm
• The policy that is optimized is the 

same as the policy that is used to 
gather the data. 

• The core idea: In improving the 
policy based on the current 
data, do NOT change the policy 
overly. Why?
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Details of Step 1

• Text prompts submitted to the OpenAI API of earlier InstructGPT. 
• Deduplicate prompts (long common prefix).
• < 200 prompts per user ID.
• A team of 40 labelers provided desired demonstrations (outputs). 
• Train/val./test splits are based on the user ID.
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Details of Step 1 (cont.)
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Details of Step 1 (cont.)

• 13k training prompts
• Fine tune a GPT-3 model on the (prompt, desired 

output) data.
• Selected group of labelers who are:
• sensitive to the preferences of different demographic 

groups, 
• good at identifying outputs that were potentially harmful.

• 16 epochs
• Cosine learning rate

• Called SFT model: 𝜋SFT(𝑦|𝑥)
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Details of Step 2

• Start from the SFT model, removed the last unembedding layer.
• Takes in the (prompt, response); outputs: scalar reward
• 6B model is fine, and is more stable 
• K = 4 to K = 9 possible responses are given to the labelers. 
• Multiple model outputs constitute the responses

• The data is converted to 𝐾2 pairwise samples.

• All such comparisons are provided in a single batch. Why?
• Avoids overfitting. 
• Computationally more efficient. 
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Details of Step 2 (cont.)

• The loss function:

• x = input prompt ;   yl : worse response   ;   
yw : better response
• 33k training prompts
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Details of Step 3
• Bandit problem: single step episodes.
• 31k prompts for training.
• Potential danger: over-optimization or the reward model. 
• Let’s discuss why.

• Penalize the model for drifting from the SFT model:

• Mixing pretraining gradient with PPO. Why?
• Avoid ruining the performance on public NLP datasets.
• PPO-ptx
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Details of Step 3 (cont.)
• How to estimate the KL divergence? (by John Schulman http://joschu.net/blog/kl-

approx.html)

• 𝐷(𝑞 ∥ 𝑝) = ∑! 𝑞 𝑥 log 𝑞(𝑥)/𝑝(𝑥). Let’s discuss!

• 𝐷(𝑞 ∥ 𝑝) ≈ "
#
∑$%"# log 𝑞(𝑥$)/𝑝(𝑥$) , 𝑥$~𝑞(𝑥)

• Unbiased but could have large variance.

• Better choice: 𝐷(𝑞 ∥ 𝑝) ≈ "
#
∑$%"# "

&
log 𝑞 𝑥$ − log 𝑝 𝑥$ &, 𝑥$~𝑞(𝑥)

• But this is biased. 
• Another choice (with less bias and small variance)

𝐷(𝑞 ∥ 𝑝) =
1
𝑁4$%"

#
𝑒𝑥𝑝

1
2 log 𝑞 𝑥$ − log 𝑝 𝑥$ & − 1 − log 𝑞 𝑥$ − log 𝑝 𝑥$
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Brief Introduction to RL and PPO
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Markov Decision Process

• (S, A, T, r)
• Future depends only on the present state; Past states do not add any 

further information to it
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The Goal

• Find a policy 𝜋(𝑎!|𝑠!) such that the expected return is maximized:
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Policy Gradient Methods

• Define ℒ" = 𝔼# 𝐺! , with 𝐺! being a general performance measure 
such as 𝑅!,%.
• Gradient ascent on ℒ": 𝜃 ← 𝜃 + 𝛼∇"ℒ".
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REINFORCE Algorithm 
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What’s wrong with REINFORCE?

• Gradient updates might change 𝜋 (i.e. data distribution) such that the 
agent ends up in “useless” regions.
• Sampled trajectory and rewards only valid on current policy (not on 

updated one).
• Usually high variance by estimating gradient (instead of loss)
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Proximal Policy Optimization

• Prohibits large deviations of policy 𝜋" from 𝜋"!"#.
• Trust Region Policy Optimization (TRPO) style: 
• Through clipping the objective function:
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PPO (cont.)
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PPO Algorithm
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Results
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PPO improves along many axes 
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Comparison to FLAN and T0 datasets
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Truthfulness and Informativeness improve
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“Instruction+QA” prompt that instructs the model to respond 
with “I have no comment” when it is not certain of the correct 
answer. 
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Toxicity improves as well
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Qualitative outputs
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InstructGPT could overly hedge!

35



Lessons learned for the alignment community

• The cost of increasing model alignment is modest relative to 
pretraining
• training our 175B SFT model requires 4.9 petaflops/s-days
• training our 175B PPO-ptx model requires 60 petaflops/s-days
• 3,640 petaflops/s-days for GPT-3
• RLHF is very effective at making language models more helpful to users, more 

so than a 100x model size increase
• This suggests that right now increasing investments in alignment of existing 

language models is more cost-effective than training larger models
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Lessons learned (cont.)

• We’ve seen some evidence that InstructGPT generalizes ‘following 
instructions’ to settings that we don’t supervise it in
• Non-English language tasks
• Code related tasks

• Less “alignment tax”:  We were able to mitigate most of the 
performance degradations introduced by our fine-tuning.
• We’ve validated alignment techniques from research in the real 

world.
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