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Retrieval Augmented Generation
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Encoder-decoder models are getting powerful


• Common sense/reasoning knowledge in parameters

• Strong results on many tasks

• Applicable for almost everything!


But

• Hallucinate

• Struggle to access and apply knowledge

• Difficult to update

How can we combine the strengths of 

encoder-decoder model and  explicit knowledge retrieval?

Externally-retrieved knowledge required in many NLP tasks

• Precise and accurate knowledge access mechanism

• Easy updating at test time

• Dense retrieval starting to outperform traditional IR. 

But often limited applicability because usually:

• Need retrieval supervision Or “heuristics"-based retrieval

• Need to integrate into downstream models

RAG Motivation



Retrieval-augmented Generation (RAG)

Jointly learn to retrieve and generate in end2end. 
Latent retrieval - no labels needed for retrieved docs 
General recipe for any seq2seq task 

Needs 3 things:

• A (pretrained) retriever model P(z|x) e.g. DPR

• A (pretrained) generator model P(y|...) e.g. BART or T5

• An indexed KB of text documents Z e.g., Wikipedia


RAG combines parametric and non-parametric memory

work well for knowledge intensive tasks



Retriever: Dense Passage Retriever

Bi-Encoder Architecture Document Encoder Query Encoder

1. Get a pretrained Bi-Encoder 

2. Encode Wikipedia Documents Once with Document Encoder 

3. Finetune Query Encoder end-to-end with RAG

pη(z ∣ x) ∝ exp (d(z)⊤q(x)) d(z) = BERTd(z) q(x) = BERTq(x)
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RAG Architecture
Patric



RAG-Sequence Model

Both trained by directly minimising -log p(ylx)

pRAG−Sequence(y ∣ x) ≈ ∑z∈top−k(p(⋅∣x)) pη(z ∣ x)pθ(y ∣ x, z) = ∑z∈top−k(p(⋅∣x)) pη(z ∣ x)∏N
i pθ (yi ∣ x, z, y1:i−1)

pRAG−Token(y ∣ x) ≈ ∏N
i ∑z∈top−k(p(⋅∣x)) pη (zi ∣ x) pθ (yi ∣ x, zi, y1:i−1)

RAG-Token Model

Retriever
G

enerator



- RAG Simply concatenates Latent Document z to Input x

Bidirectional and Auto-Regressive Transformers (BART) 

- A bidirectional encoder and an 
autoregressive decoder. 

- BART achieves the state of the art results 
in the summarization task.



Decoding from RAG Models

RAG-Token Model 
Standard Beam Search with transition probability: 

RAG-Sequence Model 

…

p′ θ (yi ∣ x, y1:i−1) = ∑z∈top−k(p(⋅∣x)) pη (zi ∣ x) pθ (yi ∣ x, zi, y1:i−1)



RAG-Sequence Model Decoding



Experiments
- RAG can be applied to any task with input and output sequences. 

- Focus on tasks with a clear need for precisely accessing knowledge 

Open-domain QA: 

Natural Questions, TriviaQA, WebQuestions, CuratedTREC 

Abstractive open-domain QA: 

“Open” MS MARCO 

Question Generation: 

Jeopardy questions 

Fact Verification: 

FEVER



Open-Domain QA

• Strongly outperform “closed-book" models with 

specialized pretraining 

• No span extraction required 

• Docs that don’t contain exact answer still contribute to 

generating correct answer 

• Answer questions correctly even when correct answer 

is not in retrieved docs



Abstractive Open-Domain QA

• Some questions unanswerable without gold passages 

• RAG strongly outperforms BART baseline 

• .  Not so far from SoTA models which use gold passages

Input: how many calories in average apple 

BART: The average apple contains 1,000 
calories in an average apple and 1,200 
calories in a medium apple 

RAG: There are 126 calories in 
apple, while an extra large size 
apple has 172 calories. 

GOLD: apple has 80 calories



Jeopardy Question Generation

Input: Washington 

Gold: Florida's in the southeast corner of the 48 contiguous states; this 
state is in the northwest corner 

BART: This state has the largest number of counties in the U.S. 

RAG: Its the only U.S. state named for a U.S. President 

Input: The Divine Comedy 

BART: This epic poem by Dante is divided into three parts: the Inferno, The 
Purgatorio & the Purgatorio 

RAG: This 14th Century work is divided into 3 sections: "inferno", 
"Purgatorio" & "Paradiso" 



Jeopardy Question Generation

• Challenging knowledge intensive generation task 

• Unlike other tasks RAG-Token performs best here 

• Task requires integrating facts from different documents



Interaction Between Parametric 
/ Non-Parametric Memory

RAG-Token document probability p(z|x,y1:t-1 ) for input “Hemingway"



Generation Diversity



FEVER - Fact checking

• RAG may also be used for classification

• 3-way task 
o 4.3% behind SOTA 
o RAG trained only on (claim, label) pairs 
o SOTA models use complex pipeline and strong 
retrieval supervision

•2-way task: 
o 2.7% RoBERTa model 

using gold evidence 
sentence at test time.



Document Index Hot-Swapping

Update model’s memory on the fly by swapping the document index 

Compare generated answers using 2016 vs. 2018 Wikipedia index. 

Query RAG models “who is the {position}"? for world leaders who 
have changed between 2016 and 2018 

E.g., “Who is the President of Peru?” 

2016 leaders and 2016 index: 70% 
2016 leaders and 2018 index: 12% 
2018 leaders and 2016 index: 4% 
2018 leaders and 2018 index: 68%



Ablations

• Retrieval-finetuning always helps, even when using supervised 
• MIPS retrieval usually outperforms BM25 (FEVER is the exception)
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Other Variations: RETRO



Other Variations: Multimodal



Framework: llama index

https://www.llamaindex.ai/


