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LLMs as a Universal Interface for Multi-modal 
Systems
• Multimodal systems can provide a more flexible way of interaction

• typing, talking, or pointing your camera at something can be used throughout the question

• In the previous lecture, the interface had limited interactivity and adaptability to the
user’s instructions

• How can we utilize the potentials of LLMs for creating a general-purpose assistant?
• various tasks can be explicitly represented in language

• They must be able to ingest a multimodal prompt containing images and/or videos
interleaved with text.
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Large Multi-modal Models (LMMs)

• Equip LLMs with eyes to see the world
• by training them on vision-condi>oned language genera>on tasks
• and so use LLMs as a general interface for other modali>es
• and thus make use of facts that it has learned during language-only pre-training

• Mul2modal In-Context Learning (M-ICL)
• use demonstra>ons of some examples to conduct few-shot learning

• Mul2modal Instruc2on-Tuning (M-IT)
• Finetune the model on instruc>on-following & use task instruc>ons to repurpose the model
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GPT 4: Example

https://openai.com › gpt-4
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https://openai.com/gpt-4


https://huyenchip.com/2023/10/10/multimodal.html
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Frozen LM Prefix

NF-ResNet-50

Tsimpoukelli et al., “Multimodal Few-Shot Learning with Frozen Language Models”, ICLR 2022 6/46



Frozen LM Prefix

• Frozen: Visual modalities are incorporated as input of LLMs without
needing to update their weights

• Concatenated textual and visual embeddings are fed to the decoder
of the LLM, which generates a textual output autoregressively

• Finetunes an image encoder whose outputs are directly used as soft
prompts for the LLM.

Tsimpoukelli et al., “MulCmodal Few-Shot Learning with Frozen Language Models”, ICLR 2022 7/46



Frozen: Multimodal few shot learning

Tsimpoukelli et al., “Multimodal Few-Shot Learning with Frozen Language Models”, ICLR 2022 8/46



Flamingo

• Flamingo as the GPT-3 moment of multimodal models domain
• due to its strong performance on zero-shot task transfer and in-context-learning.

• It bridges powerful pretrained vision-only and language-only models by novel
architecture components

• The same can be done for image and video understanding tasks such as
classification, captioning, or question-answering

Alayrac et al., “Flamingo: a Visual Language Model for Few-Shot Learning”, NeurIPS 2022 9/46
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Flamingo Overview

Separately trained image + language models, with novel layers in between

A vision model which can “perceive” visual scenes and an LLM which performs a basic form of reasoning. 12/46



Input/Output
Interleaved inputs: text/images/video

Selected single image samples

Outputs: free-form text

Selected dialogue 
samples Selected video samples

Handles sequences of arbitrarily interleaved visual and textual data.

Due to its flexibility, can be trained on large-scale mulNmodal web corpora containing arbitrarily interleaved text and images 
(key to endow them with in-context few-shot learning capabiliNes) 13/46



Flamingo Overview

Separately trained image + language models, with novel layers in between
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Flamingo Overview
𝑝(𝑦 ∣ 𝑥) = ∏
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Vision Encoder
Pretrained and frozen Normalizer Free ResNet (NFNet)

Brock et al. "High-performance large-scale image 
recognition without normalization", ICML 2021 16/46



Perceiver Resampler
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Perceiver Resampler
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Perceiver Resampler

19/46



Perceiver Resampler

Jaegle, “Perceiver: General Perception with Iterative Attention”, ICML 2021 20/46



Perceiver Resampler
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Conditioning the Language Model

Brock et al. "High-performance large-scale image recogniAon without normalizaAon", ICML 2021
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Gated XATTN-Dense layers
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Gated XATTN-Dense layers
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Gated XATTN-Dense layers
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Gated XATTN-Dense layers
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Gated XATTN-Dense layers
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Multi-Visual Input Support
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Multi-Visual Input Support
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MulH-Visual Input Support

30/46



Multi-Visual Input Support
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Training Data: Mixture of Datasets

• N: Number of visual inputs for a single example 

• T: Number of video frames 

• H, W, C: height, width, color channels
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Benchmark Tasks

Source: hEps://link.springer.com/arAcle/10.1007/s11263-015-0816-y

Source: hEps://link.springer.com/content/pdf/10.1007/s11263-016-0966-6.pdf

VQA

Image
Net-1k
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https://link.springer.com/article/10.1007/s11263-015-0816-y
https://link.springer.com/content/pdf/10.1007/s11263-016-0966-6.pdf


Benchmark Tasks

Kinetics700 2020: Taken from YouTube videos

Source: https://arxiv.org/pdf/2210.10864.pdf

MSVDQA
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Classification Task Results
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Fine Tuning Results
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Model Scaling & Number of Shots
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AblaHon Studies
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Failures: Hallucinations
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Flamingo: Summary

• Unifying strong single-modal models by connectors
• Perceiver-based architecture with a fixed number of visual tokens to support
images and videos
• Interleave cross-attention layers with language only self-attention layers

• Heterogeneous training data
• Combine web scraping with existing image-text or video-text datasets.
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BLIP-2

Aligns pretrained and frozen image encoders and language models by a lightweight Q-Former

Li et al., “BLIP-2: Bootstrapping Language-Image Pre-training with 
Frozen Image Encoders and Large Language Models”, ICML 2023
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BLIP-2: Q-former

a set of learnable query vectors to extract 
visual features from the frozen image encoder

Li et al., “BLIP-2: Bootstrapping Language-Image Pre-training with 
Frozen Image Encoders and Large Language Models”, ICML 2023
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Architectures

• Dual-encoder
• Encoder-decoder
• Fusion-encoder
• Unified transformer
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BLIP-2: Emerging capabilities

• Powered by LLMs (e.g. OPT and FlanT5), BLIP-2 can be prompted to
perform zero-shot image-to-text generation
• follows natural language instructions
• enables emerging capabilities such as visual knowledge reasoning and visual
conversation

Li et al., “BLIP-2: Bootstrapping Language-Image Pre-training with 
Frozen Image Encoders and Large Language Models”, ICML 2023
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Li et al., “BLIP-2: Bootstrapping Language-Image Pre-training with 
Frozen Image Encoders and Large Language Models”, ICML 2023
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Zero-shot Results on Various Tasks

Li et al., “BLIP-2: Bootstrapping Language-Image Pre-training with 
Frozen Image Encoders and Large Language Models”, ICML 2023
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