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Outline

* Instruction-following LMMs

* Multi-modal agents

* LLMs as planner in embodied agents



Tasks without Instruction

Input Output
Old habits die hard. ol (2 pe aa ga Cadle S5
Welcome to the Large Language Models course at Sharif Sharif University’s
University of Technology! This course delves into the fascinating LLM course: explore
world of LLMs, a pivotal area of artificial intelligence that has foundations and

transformed the field of natural language processing (NLP). Over
the semester, we will explore the foundations and practical
applications of these cutting-edge models.

applications of [LMs

Task instructions are implicit in the data.

Hard to generalize to new tasks in zero-shot manner.
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Instruction

Instruction

Translate English into Farsi

Summarize in just 10 words
to make the message even
more brief.

Input Output
Old habits die hard. o) e ge Cadle S
Welcome to the Large Language Models course at Sharif Sharif University’s
University of Technology! This course delves into the fascinating LLM course: explore

world of LLMs, a pivotal area of artificial intelligence that has
transformed the field of natural language processing (NLP). Over
the semester, we will explore the foundations and practical
applications of these cutting-edge models.

foundations and
applications of [LMs
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Instruction Tuning: Transfer to new tasks

Instruction

Summarize in Farsi to make
the message more brief.

Input

Welcome to the Large Language Models course at Sharif
University of Technology! This course delves into the fascinating
world of LLMs, a pivotal area of artificial intelligence that has
transformed the field of natural language processing (NLP). Over
the semester, we will explore the foundations and practical
applications of these cutting-edge models.

Output

1y o81s LM ()2
LLMs slaa n)lS 5 laadly i lS



Example of LMMs

Language Model

Connection Module

Vision Encoder

Flamingo

Output: text
*i Pretrained and frozen

™ a very serious cat.
Trained from scratch t
n-th LM block %
l — n-th GATED XATTN-DENSE
Perceiver Perceiver '
Resampler Resampler = LM'blnc‘k *
s | :
t t 1st GATED XATTN-DENSE
Vision Vision S —
Encoder Encoder Processed text

B % |<image> This is a very cute dog.<image> This is

Interleaved visual/text data ‘
- This is a very cute dog.@ This is
Pou|

Vision-and-Language Vision-to-Language
Representation Learning Generative Learning

[

— \ .
Write a romantic message
that goes along this photo. |

Q-Former i
Querying Transformer | | |

f
Love is like a sunset, it’s

f
ER-NE| T ! hard to see it coming but |
Queries P when it does it’s so beautiful. ;

Bootstrapping Pre-trained ¥ Bootstrapping Pre-trained
Image Models L Large Language Models (LLMs)

Pre-trained: 70B Chinchilla

Pre-trained: FLAN-TS5/OPT

Perceiver Resampler
Gated Cross-attention + Dense

Q-Former: Lightweight
Querying Transformer

Pre-trained: Nonrmalizer-Free
ResNet (NFNet)

Contrastive pre-trained: EVA/CLIP
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Instruction Tuning

* Instruction-following data is expensive to collect

* What about a human-machine collecting?
* More scalable



Self-Instruct for Instruction Tuning of LLMs

175 seed tasks with
1 instruction and
1 instance per task

Step 4: Filtering

Task Pool Step 1: Instruction Generation

Instruction : Give me a quote from a Lt
famous person on this topic.

Step 3: Instance Generation

Yes
Instruction : Find out if the given text is in favor of or against abortion.

Class Label: Pro-abortion
Input: Text: I believe that women should have the right to choose whether |  Qutput-first
or not they want to have an abortion.

-

Instruction : Give me a quote from a famous person on this topic. w No

Input: Topic: The importance of being honest.
Output: "Honesty is the first chapter in the book of wisdom." - Thomas

Jefferson Input-first

Wang et al., SELF-INSTRUCT: Aligning Language Models with Self-Generated Instructions, ACL 2023

Step 2: Classification
Task Identification

LM
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Self-Instruct for Instruction Tuning of LLMs

* Facilitates the preparation of instruction-following examples by employing a
semi-automated generation of them

* Example: Alpaca produces 52K high-quality instruction-following demonstrations
(using text-davinci-003) to fine-tune LLaMA

@ Meta
LLaMA 7B

Text-davinci-003

-
3 3

175 Self-
Instruct

Modified Self-instruct Instruction-following
Instruction Generation examples

seed tasks
Example seed task Example Generated task
Instruction: Brainstorm a list of Instruction: Brainstorm creative
possible New Year's resolutions. ideas for designing a conference
Output: room.
- Lose weight Output:
- Exercise more ... incorporating flexible
- Eat healthier components, such as moveable
walls and furniture ...
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Self-instruct with Strong LLMs

Seed Examples —® In-Context Learning ———» New Machine-Generated Examples

L J




Self-instruct in Open-source LLMs

ChatGPT

GPT-2 ——» -
GEL=S InstructGPT

—>

@OpenAI

What's new?

In-context-learning
Chain-of-thoughts (CoT)

In-context-learning
Chain-of-thoughts (CoT)
Instruction-Following

Alpaca  Vicuna

@

Open Source GPT4-Alpaca Tulu

Community

Source: Chunyuan Li’s Slides. CVPR 2023 Tutorial

_—>

GPT-4

In-context-learning
Chain-of-thoughts (CoT)
Instruction-Following
Multimodal Input with image
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Comparison of Chatbots by GPT-4

Evaluation Metric: Ask GPT-4 to rate the
two model responses (1-10), then
compute the ratio, i.e. relative score

Findings:
A Very Consistent Evaluation Metric !

Opensourced Chatbots mimicked commercial ones

All chatbots against ChatGPT

GPT4 A

ChatGPT +

Bard -

LLaMA _GPT4 (7B, R1)
LLaMA_GPT4 (7B) A
Vicuna (13B) A1

Alpaca (13B) A

LLaMA (13B)

613 :521 118%

759 :759 100%
634 : 660 96%

624 1667 94%
60916661 91%

649 : 652 99%

585 : 704 83%
502 : 698 72%

60% 70%

80%

90% 100%

All chatbots against GPT-4

GPT4 A 760 : 760 100%
ChatGPT 4 652 :714 91%
Bard A 63358722 88%
LLaMA GPT4 (7B, R1) A 631:722 87%
LLaMA_GPT4 (7B) - 606 : 726 83%
Vicuna (13B) 640 : 716 89%
Alpaca (13B) A 593 : 746 80%
LLaMA (13B) A S20ENS32 71%
60% 70% 80% 90% 100%
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Source: Chunyuan Li’s Slides, CVPR 2023 Tutorial



MultiModal GPT-4

o MOdel DetaﬂS' Unkl’lOWIl GPT-4 visual input example, Chicken Nugget Map:

User Can you explain this meme?

* (Capability: Strong zero-shot visual understanding &
reasoning on many user-oriented tasks in the wild

Sometimes | just look at pictures of
the earth from space and | marvel at
how beautiful it all is.

e How can we build Multimodal GPT-4 like models?

GPT-4 visual input example, Extreme Ironing:

User What is unusual about this image?

GPT-4 This meme is a joke that combines two unrelated things: pictures of the earth from
space and chicken nuggets.

- The text of the meme suggests that the image below is a beautiful picture of the
Source: https://www.barnorama.com/wp-content/uploads/2016/12/03-Confusing-Pictures. jpg earth from space. However, the image is actually of chicken nuggets arranged to
vaguely resemble a map of the world.
The humor in this meme comes from the unexpected juxtaposition of the text and
the image. The text sets up an expectation of a majestic image of the earth, but the
image is actually something mundane and silly.

GPT-4 The unusual thing about this image is that a man is ironing clothes on an ironing
board attached to the roof of a moving taxi.

13/65



GPT-assisted Visual Instruction Data Generation

* Rich Symbolic Representations of Images
* In-context-learning with a few manual examples
« - Text-only GPT-4

Context type 1: Captions

A group of people standing outside of a black vehicle with various luggage.
Luggage surrounds a vehicle in an underground parking area

People try to fit all of their luggage in an SUV.

The sport utility vehicle is parked in the public garage, being packed for a trip
Some people with luggage near a van that is transporting it.

Context type 2: Boxes

person: [0.681, 0.242, ().774, 0.694], person: [0.63, 0.222, (0.686, 0.516], person: [0.444, ().233,
0.487, 0.34], backpack: [0.384, 0.696, 0.485, 0.914], backpack: [0.755, 0.413, 0.846, 0.692],
suitcase: [0.758, 0.413, 0.845, 0.69], suitcase: [0.1, 0.497, 0.173, 0.579], bicycle: [0.282, 0.363,
0.327, 0.442], car: [0.786, 0.25, 0.848, 0.322], car: [0.783, 0.27, 0.827, 0.335], car: [0.86, 0.254,
0.891, 0.3], car: [0.261, 0.101, 0.787, 0.626]
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GPT-assisted Visual Instruction Data Generation

Three type of instruction-following responses

Response type 1: conversation

Question: What type of vehicle is featured in the image?

Answer: The image features a black sport utility vehicle (SUV).

Question: Where is the vehicle parked?

Answer: The vehicle is parked in an underground parking area, likely in a public garage.

Question: What are the people in the image doing?

Answer: The people are trying to fit all of their luggage into the SUV, likely preparing for a trip.
Response type 2: detailed description

The image is an underground parking area with a black sport utility vehicle (SUV) parked. There
are three people in the scene, with one person standing closer to the left side of the vehicle, another
person in the middle, and the third person on the right side. They are all working together to pack
their luggage into the SUV for a trip.

In the parking area, various luggage items are scattered around the vehicle. There are two backpacks,
one located near the left rear wheel and the other closer to the right side of the vehicle. Additionally,
there are two suitcases, one on the right side of the car and another further away near the center of
the parking area. A bicycle can also be seen on the left side of the vehicle.

Other cars are parked around the main SUV, with one car positioned behind it and slightly to the left,
another behind and slightly to the right, and the third car further behind on the right side.
Response type 3: complex reasoning

Question: What challenges do these people face?

Answer: In the image, a group of people is standing outside a black SUV in a parking area,
surrounded by various pieces of luggage, including suitcases and backpacks. They are facing the
challenge of fitting all their luggage into the black SUV. There are multiple suitcases and backpacks
to be packed, which suggests that the group has a significant amount of belongings to accommodate.
They might have to strategize and arrange the luggage efficiently to ensure that everything fits
properly into the vehicle. Additionally, they need to consider the comfort of the passengers and
visibility while driving, so the placement of the luggage must not obstruct the driver’s view or make
the passengers uncomfortable during the trip.

15/65

Liu et al., “Visual Instruction Tuning”, NeurlPS 2023



Example: Instructions for Detailed Image
Description

» "Describe the following image in detail"

* "Provide a detailed description of the given image"

» "Give an elaborate explanation of the image you see"

* "Share a comprehensive rundown of the presented image"

» "Offer a thorough analysis of the image"

» "Explain the various aspects of the image before you"

» "Clarify the contents of the displayed image with great detail"
* "Characterize the image using a well-detailed description"

* "Break down the elements of the image in a detailed manner"
* "Walk through the important details of the image"

» "Portray the image with a rich, descriptive narrative"

» "Narrate the contents of the image with precision"

* "Analyze the image in a comprehensive and detailed manner"
e "[llustrate the image through a descriptive explanation"

» "Examine the image closely and share its details"

* "Write an exhaustive depiction of the given image"

. . : 16/65
Liu et al., “Visual Instruction Tuning”, NeurlPS 2023



LLaVA: Large Language-and-Vision Assistant

* The available multimodal instruction-following data is limited
* time-consuming collection
* less well-defined when human crowd-scouring is considered.

e LLaVA is the first visual instruction-following method

* LLaVA fine-tunes the whole LLM on 150K high-quality multi-modal instruction
data generated by GPT-4.

e expanding the original captions of COCO with handwritten seed instructions using GPT-4 to
provide descriptions and multi-round conversations.

Liu et al., “Visual Instruction Tuning”, NeurlPS 2023



LLaVA: Architecture

Language Response X,

Vicuna Language Model f¢

CLIP i 1
LR B UEERCl X, Image Xq Language Instruction

The vision encoder converts input images into features
Linear projection layer convert these features into a space compatible with the LLM.

. . . : 18/65
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LLaVA: Training
Language Response X, .. .

Language Model ffb

ﬁmfﬁ ana
z, Ho TH,

Vision Encoder X, Image Xq Language Instruction

Projection W

Two-stage Training
eStage 1: Pre-training for Vision-language Alighment.
Only the projection matrix is updated, based on a subset of CC3M.
eStage 2: Fine-tuning End-to-End. Both the projection matrix and LLM are finetuned on curated dataset
eVisual Chat: Generated multimodal instruction data for daily user-oriented applications.

eScience QA: Multimodal reasoning dataset for the science domain.

| 19/65

Liu et al., “Visual Instruction Tuning”, NeurlPS 2023



ScienceQA

Question: Which type of force -°->Answer: The answer is A.
from the baby's hand opens the

cabinet door? BECAUSE:

‘Lecture: A force is a push or a pull that one

Options: (A) pull (B) push g object applies to a second object. The direction

— of a push is away from the object that is
p % pushing. The direction of a pull is toward the
Context: A baby wants .object that is pulling. J
to know what 1s ' - %
inside of a cabinet. ™ Explanation: The baby's hand applies a force to
Her hand applies  § Q the cabinet door. This force causes the door to
a force to the door, open. The direction of this force is toward the
&nd the door opens. . J)aby's hand. This force is a pull. '

Lu et al., “Learn to Explain: Multimodal Reasoning via Thought Chains for Science Question Answering”, NeurlPS 2022 20765



Visual input example, Extreme Ironing:

Strong Visual Reasoning Ability

Example 1: Extreme Ironing

Source: httpe://uwv. barnorama. com/wp- content /uploads/2016/12/03- Confusing-Piclures. jpg
User What is unusual about this image?
LLaVA The unusual aspect of this image is a man ironing clothes on the back of a minivan or

van. This is not a typical place to perform this activity, as onc would usually iron clothes
in a more stationary and safc location, such as a home, using a rcgular ironing board.
The scene depicted in the image is peculiar as it involves a makeshift ironing setup on a
vehicle, which can be both unsafe and unconventional. Additionally, it is not clecar how
the man is able to maintain balance and stability while ironing clothes in such an unstable

cnvironment.
|Start a new conversation, and clear the history|
User What’s happening in the scenc?
LLaVA The image depicts a man standing on top of a yellow SUV in a busy city street. He is

holding a portable ladder, scemingly ironing clothes while standing on the vehicle. Around
the scene, there are other cars, a traffic light, and a firc hydrant. Additionally, there arc
two other people in the vicinity, one close to the man on the car and another further away.
The man on the ladder appears to be attracting attention duc to his unconventional choice
of ironing his clothes on top of a moving car. The city street around him is bustling with
activity, adding to the unique nature of the scene.

User What is unusual about this image?

GPT-4 [ 1] The unusual thing about this image is that a man is ironing clothes on an ironing board
attached to the roof of a moving taxi.

User What is unusual about this image?

BLIP-2 a man is sitting on the back of a yellow cab

User What is unusual about this image?

OpenFlamingo  The man is drying his clothes on the hood of his car. 21/65

Liu et al., “Visual Instruction Tuning”, NeurlPS 2023



Visual input example, Chicken Nugget Map:

User
LLLaVA

Sometimes | just look at pictures of
the earth from space and | marvel at
how beautiful it all is.

Can you explain this meme in detail?

The meme in the image is a creative and humorous take on food, with a focus on chicken
nuggets, as the center of the universe. The meme begins with the phrase "Sometimes I just
look at pictures of the Earth from space and I marvel at how beautiful it all is..." The main
image features a tray of cooked chicken nuggets, with the chicken pieces positioned to
resemble the continents and islands on a world map. The meme playfully suggests that the
chicken nuggets represent the Earth, and the various locations depicted in the photo are
actually chicken nugget versions of different places. The punchline of the meme appears
in smaller text at the bottom, reading "I mean., it’s not the real Earth, but how beautiful it
is all is." This lighthearted and entertaining meme combines food and humor, using the
image of chicken nuggets to create a funny and imaginative representation of the world.

User
GPT-4 ]

Can you explain this meme?

This meme is a joke that combines two unrelated things: pictures of the earth from space
and chicken nuggets. The text of the meme suggests that the image below is a beautiful
picture of the earth from space. However, the image is actually of chicken nuggets
arranged to vaguely resemble a map of the world. The humor in this meme comes from
the unexpected juxtaposition of the text and the image. The text sets up an expectation of a
majestic image of the earth, but the image is actually something mundane and silly.

User
BLIP-2

Can you explain this meme in detail?
sometimes i just look at pictures of the earth from space and marvel how beautiful it is

User
OpenFlamingo

Can you explain this meme in detail?
It’s a picture of a chicken nugget on the International Space Station.

Liu et al., “Visual Instruction Tuning”, NeurlPS 2023

Strong Visual Reasoning Ability
Example 2: Chicken Nugget Map
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Strong OCR Ability
Example 3: LUaVA

what is written in the photo?

In the photo, there is written "Llava" which is presumably an abbreviation for a location or

other identifier.

23/65



Method Subject Context Modality Grade Average
NAT SOC LAN | TXT IMG NO | Gl1-6 G7-12
Representative & SoTA methods with numbers reported in the literature
Human [30] 90.23 84.97 8748 | 89.60 87.50 88.10 | 91.59 82.42 88.40
GPT-3.5 [30] 74.64 69.74 76.00 | 7444 67.28 7742 | 76.80 68.89 73.97
GPT-3.5 w/ CoT [30] 75.44 70.87 78.09 | 74.68 67.43 79.93 | 78.23 69.68 75.17
LLaMA-Adapter [55] 84.37 88.30 84.36 | 83.72 80.32 86.90 | 85.83 84.05 85.19
MM-CoT ggse [57] 87.52 77.17 85.82 | 87.88 8290 86.83 | 84.65 85.37 84.91
MM-CoT r4rge [57] 9591 82.00 90.82 | 95.26 88.80 92.89 | 9244 90.31 91.68
Results with our own experiment runs
GPT-4 84.06 7345 87.36 | 81.87 70.75 90.73 | 84.69 79.10 82.69
LLaVA 90.36 9595 88.00 | 89.49 88.00 90.66 | 90.93 90.90 90.92
LLaVA+GPT-4 (complement) | 90.36 95.50 88.55 | 89.05 87.80 91.08 | 92.22 88.73 90.97
LLaVA+GPT-4 (judge) 91.56 96.74 91.09 | 90.62 88.99 93.52 | 92.73 92.16 92.53

Table 6: Results (accuracy %) on Science QA dataset. Question classes: NAT = natural science,
SOC = social science, LAN = language science, TXT = text context, IMG = image context, NO = no
context, G1-6 = grades 1-6, G7-12 = grades 7-12.

24/65
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Emerging Topics

March April May June
IdealGPT
PathAsst
\:lldeochat: Chaél?::_d?e
: InstructBLlP | E :
Py i i i | | | . LAVIN | | Valley
a o ImemePT VisionLLM | MiMicT
LLaMA .:Alpaca Vicuna LMEy*e . X-LLM - EVideo-LL:aMA
; Otter: OCR: POPE ' EmbodledGPT
2 : . . . MultIModl GPT PandaGPT MetaVL LAMM
fﬁ M|n|GPT-4 LIama—-Adapter V2 PMC.VQA LLaVA Med
Flamingo  GPT4 LLaVA mPIug Owl . . SpeechGPT :Contextu§l DET  :LVLM-eHub
@ a 6 o 6 6 i 5 i i i -
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Source: Chunyuan Li’s CVPR 2023 Tutorial



Mini-GPT4

* Mini-GPT4 follows BLIP-2’s architecture but replaces the language decoder with
Vicuna, which better supports longer responses and multi-round conversations.

* MiniGPT-4 connects a frozen visual encoder and an LLM by pre-training on 134
million image-text pairs

* MiniGPT4 constructs its instruction following dataset by combining Conceptual Caption, SBU,
and LAION with handwritten instruction templates.

* Then improves the model’s performance by further fine-tuning on a well-aligned
image-text dataset.

Zhu et al., “MiniGPT-4: Enhancing Vision-Language Understanding with Advanced Large Language Models”, 2023



Main Categories of Instruction Tuned Models

Efficient Adaptation: LLaMA-Adapter V2, LAVIN

* LLaMA-Adapter V2: Finetuning 65B LLaMA for 24 hours on a single GPU, reaching 99.3% of
the performance level of ChatGPT

I] A; I;Ept Adapter =4 Layers xL %
lllllll Image Visual
e "_jﬂ D D D Encoder [ Adapterf”] 1M
& Fine-tu Late Fusion
e SRR Adapter Bias® Laye! 24 P T i-“%ﬁ-\%-&u
" - | Adapter | | Adapter |
PI“OJCCTIOH — D D D D D . . .
Early Fusion MlXtU.I‘e-Of—MOdallty Adaptatlon
LLaMA-Adapter V2: 14M parameters LAVIN: 3.8M parameters

QLoRA: Efficient Finetuning of Quantized LLMs

Source: Chunyuan Li’s CVPR 2023 Tutorial



Main Categories of Instruction Tuned Models

 Efficient Adaptation: LLaMA-Adapter V2, LAVIN

e Multitask

Instruct with Established Datasets:

Multilnstruct, Multimodal GPT, InstructViT

(" )
Video Question Answering

.

4 N\ N\ ([ \
Image Captioning Visual Reasoning Visual Conversational QA
[ coco Caption | ( GQA ] [ ViwlDialog |
[ Web CapFilt ] Visual Spatial
[ NoC ] Reasoning
oCaps - ~
[ Flickr30K ] [ IconQA ] Knowledge Grounded
¢ Image Question Answering
J
, — | OKVQA ]
Image Captioning
Reading Comprehension [ A-OKVQA ]
ScienceQA
[ TextCaps ] L ) [ ] )
) N ( )
Image Question Generation | | LLaVA-Instruct-150K
Image Question Answering [ VQAV2 ] [ Visual Conversation ]
[ VQAvV2 ] [ OKVQA ] [ Complex Reasoning ] :
[ VizWiz ] [ A-OKVQA ] Detailed Image
Description

( MSVD QA |
[ MsrvrTQA |
( iVQA ]
\ y,

rImage Question Answering‘
Reading Comprehension

[ OCR-VQA ]

| TextVQA ]

Image Classification

[ HatefulMemes ]

/

Source: Chunyuan Li’s CVPR 2023 Tutorial

InstructBLIP, mPlug-Owl,
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Main Categories of Instruction Tuned Models

 Efficient Adaptation: LLaMA-Adapter V2, LAVIN

e Multitask Instruct with Established Datasets:
Multilnstruct, Multimodal GPT, InstructViT

e Multimodal In-Context Learning: OpenFlamingo, Otter/MIMIC-IT, M3IT, MetaVL

InstructBLIP, mPlug-Owl,

Learning with In-context Examples

oepsi

‘is pepsi okay?”

Instruction:
What’s

written on
this image?
Otter: pepsi,
is pepsi okay?

MMC4

billion-scale corpus of
images interleaved with text

Instruction:

What’s written on this image?
(wo/ICE) Otter: “Think Different”
is written on this image.

(w/ICE) Otter: Think Different

Instruction:
What’s ’

written on '

this image? . )
otter: susway,| Think different.
eat fresh.

” o
MIMIC-IT &
B ==t multi-modal instruction =

tuning datasets with
Otter

SUBIAYg

eat frest

in-context examples
OpenFlamingo

Source: Chunyuan Li’s CVPR 2023 Tutorial
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Adapting LMMs to Novel Tasks

* End-to-End Trainable Models Perspective: multi-modal foundation
models
 Commercial: GPT-4v, Google’s PaLM-E, Baidu’s ERNIE, ...
* Academic: LLaVA, Mini-GPT4, ...

* System design perspective: Multi-modal agents
* VisualChatGPT, HuggingGPT, Cola, XGPT, MM-REACT, ViperGPT, ...



Standalone models on finite scenarios =>

New Paradigm: e
Chaining tools for open problems

Execution:

. Planning: o 4 Tool 1 e.g., Open-source Models
User Interaction Tool 1 -> Tool 2 -> Tool 3

.
ot o*
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e.g., Public/private APIs
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L4

Tool 3 e.g., Code Interpreters
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Chaining Paradigm (NLP): Staer.anne models on finite scenarios =>
Chaining tools for open problems

* Text-only Agents
* ReAct, Toolformer

Actions

. Tool Use Skill Dimension
R ing T
ea(src:\r;S:htrsTes L e Moge! Size © © b @ |[lmage | Web Know. Math Table
Actions ~— Lila [37] | Z XX XL E | £ *E &£ X
N = == oormer et PoT [6] 2 v X X x|l x | x x v X
v ReoringTaces o D) e Code4Struct [51] 1L v Xx x x|l x | x x x X
hoki i — PAL [9] > kX2 x|l | B & X
Observations Reasoning Traces MathPrompter[l7] 2 X X X Vv X X X Ve X
LLM for Reason Only LLM for Action Only (Thoughts) Sl Env ART [41] 4 5 ARE IS A X 7 4 X v X
Observations Toolformer [47] 3 X X X v X X e X X X
ReAct: LLM prompting WebGPT [38] 10 v X X v X X v X X X
N 73 °
. W4’ LangChain
* Synergistically chaining and allocating NLP tools with LLMs
[1] Yao, Shunyu, et al. "React: Synergizing reasoning and acting in language models." Oct. 2022.
[2] Schick, Timo, et al. "Toolformer: Language models can teach themselves to use tools." Feb. 2023.
[3] Harrison Chase. "Langchain. https://langchain.readthedocs.io" 2023.
32/65
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Standalone models on finite scenarios =>

New Paradigm e
Chaining tools for open problems

* Multimodal Agents

User Query Visual Foundation Models)
. enerats a red i =
v g Query q Visual Input e B @ ® =
Which petis in Tl e @ sarch @ rerty rs: e — :
the top left>” B Please recommend. T —| ' would vecommends (‘/ il e y )
o ;o B E AR LR = 5"The good mvestor GORILLA
Stable piygp = T Ee W pergonal finance 3 Simpe wealth Sub-Answer 1:
BLIP Diffu: HIC2EEC Imhimedel il wmw CELTE 3 Whav are. mz m:m :md woman The woman is wearing a
solution outine ong white dress andhe Gotoast curton: 1,645 AP clls. 4 o Torh St within comest T i thn ussd
ViperGeT Generated Code = @ s J man s nformal atre. )t o o ) LT anGanlare
ot o Mutimodsl cicnaet
o acion sequence et Exscator s competen FOUN,,A,,O,, P m p— e kot
Comersatons! [ereare the pecpe focata? | oo dorman)
Prompt CodgLun D | R e g ® © e Lo e
Manager Please make a ,cmkr i 3/ sles the b estion '
- ] s S G e ,_sm,.m“ e
API Specification RUftom Human | Sies vith yogurt.
Code Execution ¢ Example Applications: LFeedbeck LHA| 5 7
T i Python Interpreter { . & ,, Unconfident ’/—/
KEH‘EQIVE Reasoning Outputs - g / & @ use diffusion model @ Reply wE are not sure
] [ Here you aro. APlimplementation 3 - 7 % toration ®
1 Wi S Please draw a e welr - gont—{_Reasoner
Thel s e i o s g
your 2 r 4 . paincing S be inis ﬁ malri, because GoRILI Execution
Result: “shiba nu o Rbot o ffc utomaion "ot hings o oot e

VisualChatGPT ViperGPT TaskMatrix.Al BMTools IdealGPT Gorilla
2023/03/08

2023/06/14
AssistGPT

T B8

MM-ReAct ChatCaptioner HuggingGPT Chameleon

7 1=-w)

[ instructions | 1 ] ——
Image Captioning HuggingGPT . ooy Ty s oo
e o e acnaont, — e
Dense Captioning @ L l [ e
LETTTEa =5 .
Object Tagging ChatGPT BLIP-2 prediction i Ty 9 L]
Face Detection 3 5 Questioner Answerer ! g vommieoiise -
@ How many championship Deseribe T Trage T Gefal] (A Basket with Kifiane m 1) s
Celebrity Recognition e rvhngls hl e ”:Yer L What is the color of the basket? brown Rt g g erdof. ————
SHEISIE Wi his CSreen How many kittens are in the basket? four . ==

OCR
What is the color of the kittens in the basket?

black and white

Bing search § o P o e i
. ‘\e‘ GEiTTATETE What is the texture of the basket? wicker R ol e v

Fase ot
ovouts

predicion -
T staton 12364 Thebus dpars fom v
ol 35

vitgpta-image-capioning

Aot 205w 120PA. o o r o, o o }

What is the background of the image? grass e predcionsof % = S S oot
ChatGPT: Kobe Bryant won 5 What is the size of the kittens in the basket? small s vou [l ved (oomer G )} —{rzs ]

Vision Experts championship rings in his career. What is the position of the kittens in the basket?
They are sitting
What s the shape of the basket? round
What s the breed of the kittens? not sure

[four small black and white kittens sitting in it. The basket

(Caption: The image depicts a round wicker basket with
t
lis brown in color and is placed on green grass.

* Multimodal experts as tools for advanced multimodal reasoning and action
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Standalone models on finite scenarios =>

New Paradigm e
Chaining tools for open problems

* Multimodal Agents

User Query Visual Foundation Models)
R Soersin a rad Query q Visual Input

“Which pet is in
the top left>”

Egd=o 88
b om E R

(utimocal)

0 sakion oine

e

Foundaton Model
AP Specification R om man
& Code Execution ¢ Example Applications: Feccinck (L)

man’s in formal attie.

ViperGPT Generated Code = context

i o e
3 - ncton

suh Answer 2: i each dormain.
Ata weddmg

’Tw e o worn T‘ ,Am,...ma_l
’/_/

@ © e

,cm % 2/ Slice the ba
"2 RIS ) B the banana
Slices with yogurt.
7

Where are the, peopre located?

Code LLM i
T 2

Prompt
Manager

=

u Unconfident

° S WA
o ko = 2"The good investor m . N GORILLA
e S 2. Simple Wealth swer
CELTE B Fratare m man m vioman The woman i wearing 3 St
3 mm.m i 26 Fom TersorFlow o 2 e ‘vain Gorile7B
-

terative Reasoning Outputs - [— / ® werls W i
v Yy Here you are, APl mplementation Iteration | We are not sure -
5 What else [ v el _ o — Reasoner [}
can |l hel ener iFusion Finish_| They are going to Ge
Yoz 2 . 4 - painting Qrecoied by i marred, because ey SORILLA execution
Resuli: Yents i Nor ot xOlcohvomuion. - A Tingshon Weopion L‘ s R

VisualChatGPT ViperGPT TaskMatrix.Al BMTools IdealGPT Gorilla
2023/03/08

| 2023/06/14
MM-ReAct ChatCaptioner HuggingGPT Chameleon LayoutGPT AssistGPT

T B8

image Gensraton

g e e

Instructions

ax

HuggingGPT

Image Captioning i
o you deseribe thispcture and counthow | | = ”"m::::?;;":”r::.':',.fm':'“‘*""‘"" b o — o —
Dense Captioning @ L l b — e
| % Woestyy & Pkt et
Obiject Tagging ChatGPT Fredtion w9 v ot @ b
§ Questioner Answerer e T
Face Detection How many championship - . _ = = e i soch rogrem [ s
] Describe this image in detail. A basket with kittens in it] ® e Goremr )]
Celebrity Recognition fings did the player on What is the color of the basket? brown Aot desrbehguen e o e of won | Ao g
the left win in his career? £ —
How many kittens are in the basket? four W sez0Am NN
OCR = - = 1035 AM 1045 AM. --. >
What is the color of the kittens in the basket? To oA AN
Bing search ) P Bl o) naenay | st e —ET e el on e g . [E==== N
N T X chatGPT Allocation What Is the texture of the basket? wicker e o e ottn W — e EC Rt S ———— w@m ey A
& What is the background of the image? grass ihe rectionsof = Sk i e G o L e
L ChatGPT: Kobe Bryant won 5 What is the size of the kittens in the basket? small s vou ettt (oomer G )} —{rzs ]
Vision Experts championship rings in his career. What is the position of the kittens in the basket? '
They are sitting
What s the shape of the basket? round
What s the breed of the kittens? not sure

[four small black and white kittens sitting in it. The basket
lis brown in color and is placed on green grass.

{Cﬂpﬂon: The image depicts a round wicker basket with }
t

* Multimodal experts as tools for advanced multimodal reasoning and action
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MM-REACT

* Leverages LLMs’ high-level planning abilities to allocate various vision experts
rather than solely using LLMs for text generation conditioned on visual inputs

» encourages ChatGPT to show the thought (reasoning) process to highlight why an
external tool is required

Yang et al., “MM-REACT : Prompting ChatGPT for Multimodal Reasoning and Action”, arXiv 2023



MM-ReAct: Prompting ChatGPT for Multimodal
Reasoniﬂg and Action https://multimodal-react.github.io/

nput Output
TERNC -
: “What should | do after kneading the T After kneading the dough, you should put it in a warm place before
@ "2u = dough, before dividing it into piegces? 2 dividing it into pieces, according to the recipe in the image.
BREAD ! . =
g e A e For how long?” i
ey e g o You should put the dough in a warm place for 1 hour.
=Y
_ ©
o

“Can you change the squirrel in
the image to a mouse?”

“l want to make a short video to
highlight the long deuce by Kobe if
there is any in the video.

Chat as Interfa

36/65



https://multimodal-react.github.io/

M M - ReAct DeS | g N https://multimodal-react.github.io/

Image Captioning

Dense Captioning @
Object Tagging o

Face Detection @ How many championship
Celebrity Recognition e rings did the player on

the left win in his career?

OCR

Bing search
> \ ChatGPT Allocation (&) 9

ChatGPT: Kobe Bryant won 5
Vision Experts championship rings in his career.

MM-ReAct is a system paradigm that composes numerous vision experts with ChatGPT for multimodal
reasoning and action.

37/65


https://multimodal-react.github.io/

M M - REACt DeS | g N https://multimodal-react.github.io/

MM-ReAct ™

wait for user @ input
image as <path>

@

* To enable the image as input, we simply use the file path as the input to ChatGPT. The file path functions
as a placeholder, allowing ChatGPT to treat it as a black box. 38/65


https://multimodal-react.github.io/

M M - REACt DeS | g N https://multimodal-react.github.io/

MM-ReAct ™

wait for user @ input
image as <path>

Thought 1 This is an image.

ChatGPT | responds

thought & action request?

* Whenever a specific property, such as celebrity names or box coordinates, is required, ChatGPT is
expected to seek help from a specific vision expert to identify the desired information.

* The expert output is serialized as text and combined with the input to further activate ChatGPT. 39765
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M M - REACt DeS | g N https://multimodal-react.github.io/

MM-ReAct ™

wait for user @ input
image as <path>

Thought 1 This is an image.

ChatGPT | responds

thought & action request?

* Whenever a specific property, such as celebrity names or box coordinates, is required, ChatGPT is
expected to seek help from a specific vision expert to identify the desired information.

* The expert output is serialized as text and combined with the input to further activate ChatGPT. 40765


https://multimodal-react.github.io/

M M - REACt DeS | g N https://multimodal-react.github.io/

MM-ReAct ™
v

wait for user @ input
image as <path>

Image Captioning

Dense Captioning

Observation 1 = Image Captionin
This is an image (694 x 720) with description ...

. . = Dense Captioning

Oblect Taggl ng ChatG PT (dj} D respon ds List. of object descriptions, and their locations in this image: ...
Object Tagger

List of object tags seen in this image:

Fa ce Detectlon ‘ sport, athletic game, basketball, person, sports uniform, ball, ...

Face Detection
Detected faces, and their location in this image: ...

Celebrity Recognition

Observation 2 = Celebrity Recognition

thought & actlon request? This image contains celebrities

List of celebrities, and their location in this image: ....

no 77 This image contains two celebrities, Kobe Bryant

and Paul Pierce. They are both basketball players.

parse <model> and <path>

Vision Experts execute the action

respond to user

* |If no external experts are needed, the response is directly returned to the user.
41/65


https://multimodal-react.github.io/

Extensibility: Plug-and-play (Adding More Tools)

Chameleon: Plug-and-Play Compositional Reasoning with Large Language Models

Image Captioner/~ —>[Knowledge Retrieval @]—-»[Solution Generator @]—P[Answer Generator 1@1

[ = ‘
What is the direction of this push? [194, 21]: Earthzy paper Analyze the advertisement to determine which persuasive appeal is used. The
(A) away from the baseball bat
Y [244, 70]: plates now ad mentions that Earthzy paper plates carry the Sierra Club seal of approval.
(B) toward the baseball bat [172, 112]: carry the Sierra | | This implies that the product is environmentally friendly and has been endorsed
[231, 159]: Club seal of by a reputable organization. This appeal is primarily based on the credibility

[275, 198]: approval and authority of the Sierra Club, which is an example of ethos (character).

stes now| (A) pathos (emotion)

carry the Sierra

%22 (B) ethos (character)
\ (C) logos (reason)

]

A

Which is the main persuasive
appeal used in this ad?

- The question is about identifying the main persuasive appeal used in an advertisement. | ethos (character) I
- There are three main types of persuasive appeals: ethos, pathos, and logos.

- Ethos is an appeal to the speaker's or writer's credibility, character, or authority.

- Pathos is an appeal to the audience's emotions, feelings, or sympathies.

- Logos is an appeal to logic, reason, or rationality, using facts, statistics, or arguments.

Which animal’s skin is adapted
for survival in cold places?

E/é\g Etl:tr)arﬁl)?glz)(/r:lx Image Captioner (% —D[Query Generator@]—»[Bing Searchl;]—b[Sqution Generator@]—»[Answer Generator @
Tool Use Skill Dimension Inference & Extension
Mods! Size = © b @ |Image Web Know. Math Table | Composition Planning  Plug-n-Play
MM-ReAct [56] >10 v X X V X v v v v v v word match v
Visual ChatGPT [55] >10 v - - X X v X X X X v natural lang. v
ViperGPT [49] >0 v - - X X| V/ X v v X v program v
VisProg [12] >0 v - - X /| V/ X X X X v program v
HuggingGPT [48] >10 v vV X X X| V X - X - v natural lang. v
Chameleon(ours) >10 v vV vV VvV V| V v v v o v natural lang. v
Linjie Li’s slides, CVPR 2023 Tutorial
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Discussion

* LLMs -> Advanced Multimodal Systems

* Require data curation and training => more
expensive

e Limited data => limited capabilities in certain
scenarios (e.g., OCR)

 End-to-end model that directly
Instruction Tuning interprets rich semantics in
multimodal inputs

* No training needed * No training => Failures in invoking the right

Tool Using e Can leverage abundant off-the-self tool
models/APIs/code interpreters as tools Weak domain experts => weak performance

e Can we use LMMs (e.g., LLaVa) as the tool allocator?
* |f so, what capabilities would require a tool? And what can be solved by instruction

tuning?

Linjie Li’s slides, CVPR 2023 Tutorial



Embodied Agents: Language-driven Robotics

* Embodied agents can follow natural language commands to do
different tasks as well as learn to do new tasks quickly

* High-level planning, perceptual feedback, and low-level control are
among sub-tasks of an embodied agent



Planning and Embodied Agents

e Zero-shot planners (Huang et al., ICML 2022)
e SayCan (Ahn et al., 2022)

* Inner Monolouge (Huang et al., CoRL 2022): Embodied reasoning
through planning with language models

e LLM-Planner (Song et al., ICCV 2023)
* PaLM-E (Driess et al., 2023)



LLM as a High-level Planner

* High-level planning: Uses LLMs to decompose abstract instructions into a
sequence of subgoals executable by an agent (i.e., actionable steps)
e Cook a potato and put it on the plate =>
[Navigation potato, Pickup potato, Navigation microwave, ...]

* Low-level planner can be trained more easily: agent can execute short-horizon
skills from a library of previously trained policies trained with RL or BC



Do As I Can, Not As I Say:
Grounding Language in Robotic Affordances

| Michael Ahn* , Anthony Brohan”, Noah Brown”, Yevgen Chebotar™, Omar Cortes™, Byron David",
Chelsea Finn”" Chuyuan Fu', Keerthana Gopalakrishnan™, Karol Hausman™, Alex Herzog X
Daniel Ho , Jasmine Hsu", Julian Ibarz”, Brian Ichter”, Alex Irpan”, Erlc Jang",
Rosario Jauregui Ruano”, Kyle Jeffrey”, Sally Jesmonth™, Nikhil J Joshi*, Ryan Julian™,
Dmitry Kalashnikov™®, Yuheng Kuang™, Kuang-Huei Lee”, Sergey Levine”, Yao Lu”, Linda Luu™,
Carolina Parada®, Peter Pastor', Jornell Quiambao*, Kanishka Rao*, Jarek Rettinghouse®,
Diego Reyes™, Pierre Sermanet™, Nicolas Sievers™, Clayton Tan™, Alexander Toshev™,
Vincent Vanhoucke*, Fei Xia*, Ted Xiao*, Peng Xu*, Sichun Xu*, Mengyuan Yan', Andy Zeng"

*Robotics at Google, TEveryday Robots



SayCan one of the pioneering work on using LLMs for embodied instruction following

| spilled my drink, can you help?

| LLM Value Functions :
' *find a cleaner” s |
! *ind & sponge” “find a sponge :
| 90 10 the frash can’ “go to the trash can” |
| “pick up the sponge” “pick up the sponge” I
I “try using the vacuum” 3 g e sprone” : | would:
| :
| ©1.find a sponge
: SayCan 2. pick up the sponge
. 'ﬁnd:'génge' : 3. come to you
! AL , 4. put down the sponge
: “pick up the sponge” | 5. done
!

Wy sy e vaouu”

A S A SR R R S S S R R R R R R R R R R R R R R R e e

Ahn et al., “Do As | Can, Not As | Say: Grounding Language in Robotic Affordances”, arXiv 2022



multiplying each candidate action’s probability under

Ranking admissible skills — _ . _
LLMs with the action’s value function

Instruction Relevance with LLMs Combined Skill Affordances with Value Functions
-6 Find an apple 0.6
-30 Find a coke 0.6
-30 Find a sponge 0.6
How would you put .
table? -30 Pick up the coke 0.2
| would: 1.
-5 Place the apple 0.1
4
9 -30 Place the coke 0.1
-10 Go to the table 0.8 F Valtfle
nclon
LLM -20 Go to the counter 0.8 sl
| would: 1. Find an apple, 2. ‘

Ahn et al., “Do As | Can, Not As | Say: Grounding Language in Robotic Affordances”, arXiv 2022



Algorithm 1 SayCan
Given: A high level instruction i, state sg, and a set of skills I and their language descriptions

:n=0,7m=10

2: while /; | # “done” do

3 C=10

4: for m € Iland /; € V17 do

5: pEM — p(lli, b,y s ey ) > Evaluate scoring of LLM
6: allorcance — mie 16,0 ) > Evaluate affordance function
7. pcombined e pa.ffordancepLLI\-'I

]: CW: C\U pcoml;lgned g

* T

9: end for
10: Tp, = argmax, . C
11: Execute 7, (s, ) in the environment, updating state s,, 1
12: n=n-+1

13: end while

Ahn et al., “Do As | Can, Not As | Say: Grounding Language in Robotic Affordances”, arXiv 2022



Human: | spilled
my coke, can you
bring me
something to clean
it up?

Robot: | would
1. Find a sponge
2. Pick up the
sponge

3. Bring it to you
4. Done

Language x Affordance
Combined Score

find a sponge

1.00
go to the table

0.08

find a coke can

Q.08

go to the trash can

005

find a water bottle

0.01

pick up the sponge bring it to you

1.00 1.00

put down the sponge put down the sponge

0.11 0.47

bring it to you go to the table

004 0.21

go to the table go to the trash can

0.00 0.00
go to the trash can done
0.00 0.00

done

1.00
go to the table

0.01

find a coke can

0.00

find a sponge

0.00

go to the trash can

0.00

SayCan assumes that each proposed step is executed successfully by the agent.

Ahn et al., “Do As | Can, Not As | Say: Grounding Language in Robotic Affordances”, arXiv 2022



Human: How would
you bring me a lime
soda and a bag of
chips?

Robot: | would

1. Find a lime soda
2. Pick up the lime
soda

3. Bring it to you

4. Done

Language x Affordance
Combined Score

Ahn et al.,

find a lime soda

1.00
go to the table

0.00

find a coke can

0.00

find a water bottle

0.00

go to the trash can

0.00

pick up the lime soda

1.00
bring it to you

002

put down the lime soda

0.01
go to the table

0.00

go to the trash can

0.00

bring it to you

1.00

put down the lime soda

0.32
go to the table

0.27

go to the trash can

0.00

pick up the lime soda

0.00

65% of errors was the planner error and 35% affordance error

done

1.00

find a lime soda

003

go to the table

002

go to the trash can

0.01

find a water bottle

0.00

“Do As | Can, Not As | Say: Grounding Language in Robotic Affordances”, arXiv 2022




Inner Monologue: Embodied Reasoning
through Planning with Language Models

Wenlong Huang', Fei Xia', Ted Xiao', Harris Chan, Jacky Liang, Pete Florence,
Andy Zeng, Jonathan Tompson, Igor Mordatch, Yevgen Chebotar, Pierre Sermanet,
Noah Brown, Tomas Jackson, Linda Luu, Sergey Levine, Karol Hausman, Brian Ichter

Robotics at Google, T equal contribution and alphabetically listed
Project website: https://innermonologue.github.i0
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Inner Monologue

e SayCan may not be robust in handling intermediate failures

* Inner Monologue explores ways to incorporate grounded feedback
from the environment into LLM

Huang et al., “Inner Monologue: Embodied Reasoning through Planning with Language Models”, CoRL 2022



Inner-Monolouge: Closed-loop Feedback

Robot Planning & Interaction Grounded Closed-Loop Feedback Robot Environments

Human Robot

@ Can you bring me the drink from the table? R = uecess betector

Action: "go to table" Human

Scene Descriptor

Bolot @ | see: coke, water, chocolate bar.
Do you want water or coke?

Human

@ Coke please.

Action: "pick up the coke"

=

Action: "pick up the coke"

Robot Action was successful.

Action: "bring it to you"

0
%
=
)
0
D
)
)
D
3

@

Huang et al., “Inner Monologue: Embodied Reasoning through Planning with Language Models”, CoRL 2022 >5/65



Tabletop

Kitchen Mobile
Manipulation (Real)

Tabletop
Rearrangement (Real)

Human: move all the blocks into mismatching bowils.

E Scene: There is a yellow block, yellow bowl, blue

£ block, blue bowl, red block, red bowl.

£ Robot: My goal is [‘yellow block in blue bowl’, ‘red

"E’ blockin yeIIow bowl’, blue b|ock inred bowl’].
&Robot up yellow k and plac ' b
g Scene: You achieved [* yellovv block in blue bowl’]

&= Robot: I need red block in yellow bowl, blue block in
® red bowl

& Robot: Pick up red block and place it in yellow |

Hurman: Sort fruits and condiments in different plates

mustard, ketchup, lemon]

Scene: occluded ochcts =]

Robot: trav

Robot: robot.pickplace(salt shaker, blue pla
Success Detector: False

Robot: robot.picl

Robot: rol

Human: Brmg me a drink from the table
Robot: go to the table

Scene: | see a coke and lime soda
Robot: What kind of drink would you like?
Human: Somethlng with caffeine
Robot: Pi

Success Detector False

Robot: P | ke

Robot: Bi 'zy; it to you

Robot: Put down the coke

Robot: Done

Huang et al.,

Scene: objects = [apple, egg, plum, pizza, cookie, salt,

Achieved

Task-Progress
Scene Description

Object Recognition Success Detection

i i]
small pizza slice: 0.99]
red apple: 1.00

T

lemon: 1,00 ptchup botti{salt sh aker: 0.99

chocolate chip cookie: 0,98

mustard bottle: 1.00

t b
—

Object Recognition
(w/ Potential Occlusion)

Success Detection

2ck up chocolate bar

Pick up coke
[

oo

[
<)
-
5%
-
0 =
)
©
-

Pick up water

Open drawer
B

Object Recognition Success Detection Affordance Grounding

“Inner Monologue: Embodied Reasoning through Planning with Language Models”, CoRL 2022
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+Inner Monologue B LLMFailures [ SD Failures . Control Failures No Failures (Success)

Task Family SayCan  Success  Object + Success  saycan
No Disturbances ”
Manipulation 50.0% 62.5% 75.0% w/ Success
Mobile Manipulation  50.0% 50.0% 75.0% "
Drawers 83.3% 83.3% 100.0% w/ Success
+ Object

With Disturbances
Manipulation 12.5% 25.0% 33.3% SayCan
Mobile Manipulation 0.0% 25.0% 75.0%
Drawers 0.0% 44.4% 44.4% e
Total 30.8% 48.7% 60.4% IM

w/ Success
Table 3: Averaged success rate across 120 evaluations on several D:si,b::?nce
task families in our real-world mobile manipulation environment. 0% 25% 50% 75% 100%

We consider a standard setting and adversarial setting with external Fisureds Filnscanses on 120 svaliations. Wiheh
human disturbances. In all cases, LLM-informed embodied 12 ) '
. e s : disturbances are added (red), only the Inner Mono-
feedback is shown to be effective in improving robustness of the . : : :
. - . logue variants consistently complete the instructions.
system, especially when low-level policies are prone to failures.

Huang et al., “Inner Monologue: Embodied Reasoning through Planning with Language Models”, CoRL 2022 °7/65



LMM-Planner

‘/{ Cook a potato and put it into the recycle bin. ] Embodied Agent &
Environment

Navigation potato, Pickup potato,
.., PutObject potato recyclebin

P}"LM Navigation fridge, OpenObiject fridge,
— Pickup potato, CloseObject fridge, ....,
PutObject potato recyclebin

I cannot find a recycle bin, but I saw a
garbage can. i
Navigation garbagecan,
PutObject potato garbagecan
[ Instruction ] High-level Plan HLP after Re-planning

Song et al., “LLM-Planner: Few-Shot Grounded Planning for Embodied Agents with Large Language Models”, ICCV 2023
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LMM-Planner

 LLM-Planner dynamically adjust the plan from LLMs based on
environmental perception

* Whenever agent has taken too many steps for the current subgoal or
has made too many failed attempts, it replans

* prompts the LLM again to generate a new continuation of the plan

* A novel grounded replanning algorithm to empower LLM-Planner
with physical grounding.

Song et al., “LLM-Planner: Few-Shot Grounded Planning for Embodied Agents with Large Language Models”, ICCV 2023



LMM-Planner

Training
Data

Test
Instruction

Song et al., “LLM-Planner: Few-Shot Grounded Planning for Embodied Agents with Large Language Models”, ICCV 2023

High-level Plan

LLM

Prompt

| Visible ob)ects are microwave, fridge, potato, garbagecan

Create a high-level plan for completing a household task using the allowed actions and

visible objects.
Allowed actions: OpenObject, CloseObject, PickupObject, PutObject, ToggleObjectOn,
ToggleObjectOff, SliceObject, Navigation

Task description: Put a heated egg in the sink.

Completed plan: Navigation fridge, OpenObject fridge, PickupObject egg, CloseObject
fridge

Visi%le objects are sink, egg, microwave

Next plan: Navigation microwave, OpenObject microwave, PutObject egg microwave,
CloseObject microwave, ToggleObjectOn microwave, ToggleObjectOff microwave,
OpenObject microwave, PickupObject egg, CloseObject microwave, Navigation
sinkbasin, PutObject egg sinkbasin

___________________________________________________________________________________

Task description: Cook a potato and put it into the recycle bin. yd
Completed plan: Navigation fridge, OpenObject fridge, PickupObject potatfo
CloseObject fridge, Navigation microwave, OpenObject microwave, PutObject potato
microwave, CloseObject microwave, ToggleObjectOn microwave, ToggleOb]ectOff
microwave, OpenOb]ect microwave, PickupObject potato, Closs\)b]ect microwave

Navigation garbagecan,
PutObject potato garbagecan

Action
{ Low-level Planner ]—>

{ Object Detector J

Simulator
State
Change
<—
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PaLM-E: An LMM for embodied Al

PaLM-E is a generative model producing text based on multi-model sentences as input

PaLM-E: An Embodied Multimodal Model

Given <emb> ... <img> Q: How to grasp blue block? A: First, grasp yellow bloc!

2 ViT

Control A: First, grasp yellow block and ...

https://palm-e.github.io/#demo

Driess et al., ”PaLM-E: An Embodied Multimodal Language Model”, 2023
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100%

75%

50%

25%

Success Rate or Accuracy

0%

PaLM-E
Training
Data

B Language-Table Success (Table 2)
[] SayCan Affordances (Table 4)

N

{ B TAMP Success (Table 1)

T T

TAMP Data Only Lang. Table Data Only =~ SayCan Data Only Full Mixture

(All robots + WebLl,
VQA, COCO, etc.)

Different models for different robots, One model for all robots
trained from scratch : with ViT + PaLM pre-training

Driess et al., "PaLM-E: An Embodied Multimodal Language Model”, 2023
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RT-1

Trained on 700+ tasks, 130k demonstrations 1, distractor : New data sources

(b) RT-1’s large-scale, real-world training (130k demonstrations) and evaluation (3000 real-world trials) show
impressive generalization, robustness, and ability to learn from diverse data.
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Conclusion

* Instruction tuning to improve LMMs capabilities
e LLMs as planner for chaining tools as another way

* Embodied Agents for language-driven robotics by the above two ways



Questions




