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Outline

1. What is a knowledge base? 

2. Can language models be used as knowledge bases? (Petroni et al., 2019)  

3. How to update facts? (Dai et al., 2021, Mitchell et al., 2022) 

4. Hallucination

3

https://arxiv.org/pdf/1909.01066.pdf
https://arxiv.org/pdf/2104.08696.pdf
https://arxiv.org/pdf/2110.11309.pdf


Introduction
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Motivation

• The corpora used to pre-train language models are huge aggregations of information and 
data from the internet

5Graphic from Gao et al., 2020

https://arxiv.org/pdf/2101.00027.pdf
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data from the internet 

• Consider The Pile (Gao et al., 2020): 800GB total
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Today, we take LLMsʼ ability to “store” knowledge for granted

8

GPT-3 Zero-shot Knowledge Retrieval

  Key Question     

Can we directly retrieve the knowledge learned in pre-training from a language model?
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Today, we take LLMsʼ ability to “store” knowledge for granted

9

GPT-3 Zero-shot Knowledge Retrieval

• This was not so obvious to NLP researchers three years ago! 

• Instead, traditional knowledge bases were often used
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What is a knowledge graph?

10

A knowledge graph represents structured information about entities and their relationships
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What is a knowledge base?

11Graphic from Megan Leszczynski (Stanford)

https://web.stanford.edu/class/archive/cs/cs224n/cs224n.1214/slides/cs224n-2021-lecture15-lm.pdf
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What is a knowledge base?
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Unstructured text Knowledge base

Knowledge Extraction 
Pipeline

Data preprocessing

Data merging

Ontology extraction

Entity/relation extraction

Populating the knowledge base often involves complicated, multi-step NLP pipelines

Downsides of using knowledge bases

Right-most graphic from Petroni et al., 2019

https://arxiv.org/pdf/2101.00027https://arxiv.org/pdf/1909.01066.pdfpdf


/ 89

Downsides of using knowledge bases

16

Born in St. Louis, Missouri, 
to a prominent Boston 

Brahmin family…

Unstructured text

Requires supervised data to train the pipeline and/or fill the knowledge base

(T.S. Eliot, BORN-IN, Boston)

incorrect extraction

Knowledge Extraction 
Pipeline

Right-most graphic from Petroni et al., 2019

https://arxiv.org/pdf/2101.00027https://arxiv.org/pdf/1909.01066.pdfpdf
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Downsides of using knowledge bases

17

Born in St. Louis, Missouri, 
to a prominent Boston 

Brahmin family…

Unstructured text

(T.S. Eliot, BORN-IN, Boston)

incorrect extraction

Knowledge Extraction 
Pipeline

T.S. Eliot

Boston

BORN-IN

Right-most graphic from Petroni et al., 2019Requires supervised data to train the pipeline and/or fill the knowledge base

https://arxiv.org/pdf/2101.00027https://arxiv.org/pdf/1909.01066.pdfpdf
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Downsides of using knowledge bases

18Reliant on fixed schemas to store or query data

(T.S. Eliot, BORN-IN, X)

slightly incorrect query

T.S. Eliot

Boston

BORN-IN

ERROR  
“BORN IN” is not a 

legal relation.

Right-most graphic from Petroni et al., 2019

https://arxiv.org/pdf/2101.00027https://arxiv.org/pdf/1909.01066.pdfpdf


Traditional knowledge bases are inflexible and require significant manual effort.

Are there better alternatives?
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Language models as knowledge bases?

• Why language models? 

• Pretrained on a huge corpus of data 

• Doesnʼt require annotations/supervision 

• More flexible with natural language queries 

• Can be used off-the-shelf

21
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But first, we need to see if language models really do store knowledge.
  Question     

How do we check this?
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Language models as knowledge bases?

• Why language models? 

• Pretrained on a huge corpus of data 

• Doesnʼt require annotations/supervision 

• More flexible with natural language queries 

• Can be used off-the-shelf

23

But first, we need to see if language models really do store knowledge.
  Question     

How do we check this? Answer: LAMA Probe

Petroni et al., “Language Models as Knowledge Bases?”, 2019
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LAMA Probe: Evaluation of LM via LAMA

• Goal: evaluate factual + commonsense knowledge in language models 

• Collect set of knowledge sources (i.e. set of facts) and test to see how well the modelʼs 
knowledge captures these fact


• How do we know how “knowledgeable” a LM is about a particular fact?

24

Given a cloze statement that queries the model for a missing token, 
knowledgeable LMs rank ground truth tokens high and other tokens lower

Petroni et al., “Language Models as Knowledge Bases?”, 2019
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Evaluation of LM via LAMA

25

Given a cloze statement that queries the model for a missing token, 
knowledgeable LMs rank ground truth tokens high and other tokens lower

*according to the LM

Language 
Model

“The color of the sky is [MASK].”



/ 89

Evaluation of LM via LAMA

26

Given a cloze statement that queries the model for a missing token, 
knowledgeable LMs rank ground truth tokens high and other tokens lower
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“The color of the sky is [MASK].”
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Evaluation of LM via LAMA

27

Given a cloze statement that queries the model for a missing token, 
knowledgeable LMs rank ground truth tokens high and other tokens lower

Language 
Model #2

“The color of the sky is [MASK].” P@k: precision at k


 “Does ground truth 
exist in the top k 

ranks?”
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Evaluation of LM via LAMA

28

Given a cloze statement that queries the model for a missing token, 
knowledgeable LMs rank ground truth tokens high and other tokens lower

Language 
Model

“The color of the sky is [MASK].” P@1: precision at rank 1

No ground truth.  
P@1 = 0
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Evaluation of LM via LAMA

29

Given a cloze statement that queries the model for a missing token, 
knowledgeable LMs rank ground truth tokens high and other tokens lower

Language 
Model

“The color of the sky is [MASK].” P@3: precision at rank 3

No ground truth.  
P@3 = 0
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Architecture of the LAMA probe

30
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Architecture of the LAMA probe

31

Step 1: Compile knowledge sources

Fact #1

Fact #2

Fact #3

Fact #1

Fact #2

Fact #3

Knowledge Sources
Petroni et al., “Language Models as Knowledge Bases?”, 2019
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Architecture of the LAMA probe

32

Step 2: Formulate facts into triplets or question-answer pairs

Knowledge Sources

(Who wrote Hamlet, Shakespeare)

(Mozart, BORN-IN, Austria)

Facts

Fact #1

Fact #2

Fact #3

Fact #1

Fact #2

Fact #3

Petroni et al., “Language Models as Knowledge Bases?”, 2019
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Architecture of the LAMA probe

33

Step 3: Create cloze statements, either manually or via templates

Knowledge Sources

(question, answer)

(subject, relation, object)

Facts

Fact #1

Fact #2

Fact #3

Fact #1

Fact #2

Fact #3

Petroni et al., “Language Models as Knowledge Bases?”, 2019
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Architecture of the LAMA probe

34

Knowledge Sources

(Mozart, BORN-IN, Austria)

Cloze Statement Maker 
(Template)

Step 3: Create cloze statements, either manually or via templates

Facts

Fact #1

Fact #2

Fact #3

Fact #1

Fact #2

Fact #3

“[ SUBJECT ] was born in [MASK]”

manually crafted template for 
“BORN-IN” relation

Cloze Statements
Petroni et al., “Language Models as Knowledge Bases?”, 2019
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Architecture of the LAMA probe
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Knowledge Sources

(Mozart, BORN-IN, Austria)

Cloze Statement Maker 
(Template)

Step 3: Create cloze statements, either manually or via templates

Facts

Fact #1

Fact #2

Fact #3

Fact #1

Fact #2

Fact #3

“[ SUBJECT ] was born in [MASK]”

manually crafted template for 
“BORN-IN” relation

Cloze Statements
Petroni et al., “Language Models as Knowledge Bases?”, 2019
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Architecture of the LAMA probe

36

Knowledge Sources

(Mozart, BORN-IN, Austria)

Cloze Statement Maker 
(Template)

Step 3: Create cloze statements, either manually or via templates

Facts

Fact #1

Fact #2

Fact #3

Fact #1

Fact #2

Fact #3

“[ Mozart  was born in [MASK]”

manually crafted template for 
“BORN-IN” relation

Cloze Statements
Petroni et al., “Language Models as Knowledge Bases?”, 2019
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Architecture of the LAMA probe

37

Knowledge Sources

Step 3: Create cloze statements, either manually or via templates

Facts

Fact #1

Fact #2

Fact #3

Fact #1

Fact #2

Fact #3

Cloze Statements

(Who wrote Hamlet, Shakespeare)

Cloze Statement  
(Manual)

“The writer of Hamlet is [MASK]”

human-generated statement

Petroni et al., “Language Models as Knowledge Bases?”, 2019
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LAMAʼs Knowledge Sources: Google-RE

• Manually extracted facts from Wikipedia


• Only consider 3 kinds of relations: place of birth, date of birth, place of death

38

(T.S. Eliot, birth-place, St. Louis)

“ T.S. Eliot was born in [MASK] ”

Original Fact

Question

St. LouisAnswer

Petroni et al., “Language Models as Knowledge Bases?”, 2019

https://code.google.com/archive/p/relation-extraction-corpus/
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LAMAʼs Knowledge Sources: T-REx

• Automatically extracted facts from Wikipedia (may have some errors)


• For multiple right answers: throw away all but one

39

(Francesco Conti, born-in, [Florence, Italy] )Original Fact

multiple possibilities

Petroni et al., “Language Models as Knowledge Bases?”, 2019

https://hadyelsahar.github.io/t-rex/paper.pdf
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LAMAʼs Knowledge Sources: T-REx

• Automatically extracted facts from Wikipedia (may have some errors)


• For multiple right answers: throw away all but one

41

(Francesco Conti, born-in, [Florence, Italy] )Original Fact

“ Francesco Conti was born in [MASK] ”Question

FlorenceAnswer

Petroni et al., “Language Models as Knowledge Bases?”, 2019

https://hadyelsahar.github.io/t-rex/paper.pdf
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LAMAʼs Knowledge Sources: ConceptNet

• For each ConceptNet triple, find the relevant Open Mind Common Sense (OMCS) sentences 
and mask the object

42

(ravens, CapableOf, fly)ConceptNet Triple

“ Ravens can [MASK] ”Question

flyAnswer

Petroni et al., “Language Models as Knowledge Bases?”, 2019

https://aclanthology.org/L12-1639/
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LAMAʼs Knowledge Sources: SQuAD

• Question-answer dataset: pick only context-insensitive questions with single-token answers


• Originally created via Wikipedia

43

(“Who developed the theory of relativity?”, Einstein)SQuAD  
Question-Answer Pair

“ The theory of relativity was developed by [MASK] ”Question

EinsteinAnswer

Petroni et al., “Language Models as Knowledge Bases?”, 2019

https://arxiv.org/abs/1606.05250
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Dataset Statistics

44

# Facts # of Relations # Tokens in Answer

Google-RE 5.5k 3 1

T-REx 34k 41 1

ConceptNet 11.4k 16 1

SQuAD 300 - 1

Petroni et al., “Language Models as Knowledge Bases?”, 2019
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Dataset Statistics

45

# Facts # of Relations # Tokens in Answer

Google-RE 5.5k 3 1

T-REx 34k 41 1

ConceptNet 11.4k 16 1

SQuAD 300 - 1

Note: all ground truth answers are single-token!

Petroni et al., “Language Models as Knowledge Bases?”, 2019
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Pre-trained language models

46

Model Base Model Training  Corpus Size

fairseq-fconv (Fs) ConvNet WikiText-103 corpus 324M

Transformer-XL large (Txl) Transformer WikiText-103 corpus 257M

ELMo
ELMo (Eb)

BiLSTM
Google Billion Word  93.6M

ELMo 5.5B (E5B) Wikipedia + WMT 
2008-2012 93.6M

BERT
BERT-base (Bb)

Transformer Wikipedia (en) & 
BookCorpus

110M

BERT-large (Bl) 340M

Petroni et al., “Language Models as Knowledge Bases?”, 2019

http://fairseq-fconv%20(Fs)%20ConvNet%20WikiText-103%20corpus%20324M
https://arxiv.org/abs/1901.02860
https://arxiv.org/pdf/1808.08949.pdf
https://arxiv.org/abs/1810.04805
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• RE (Sorokin and Gurevych, 2017): extracts relation triples from sentence

•  : uses exact string matching for entity linking & has to find the subject/object entities itself


•  : uses oracle for entity linking, thus it gets the answer for free
REn
REo

Petroni et al., “Language Models as Knowledge Bases?”, 2019
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Results: BERT models outperform other LMs on T-REx

48

BERT models perform the best by a large margin

Performance on T-REx Rank Distribution of Ground Truth on T-REx

BERT models show much lower variance
Petroni et al., “Language Models as Knowledge Bases?”, 2019
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Results: What factors correlate with better performance for BERT on T-REx?

49Petroni et al., “Language Models as Knowledge Bases?”, 2019
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Conclusion

• BERT-large recalls knowledge better than its competitors, and competitively with non-neural/supervised alternatives


• BERT-large is competitive with a RE knowledge base that was trained on the “best possible” data and used the entity-
linking oracle


• Dealing with variance in performance in response to different natural language templates is a challenge

50
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How much does train-test overlap affect performance?

• Many of the knowledge sources weʼve discussed were extracted from Wikipedia


• However, pre-training corpora for language models almost always contain data from Wikipedia…


• How much of the amazing knowledge retrieval is due to train-test overlap in the knowledge probing 
benchmarks?

51
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Train-test overlap is responsible for LMʼs ability to do knowledge retrieval

52

When there is question overlap, both open and closed-book LMs perform well

Lewis et al., “Question and Answer Test-Train Overlap in Open-Domain Question Answering Datasets”, ACL 2021.
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Train-test overlap is responsible for LMʼs ability to do knowledge retrieval

53

But with no question or answer overlap, performance drops sharply!

Lewis et al., “Question and Answer Test-Train Overlap in Open-Domain Question Answering Datasets”, ACL 2021.
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Example: LLMs encode clinical knowledge

• Model: Instruction-tuned variant, Flan-PaLM2


• Dataset: MultiMedQA 

• MultiMedQA multiple-choice dataset  including MedQA3, MedMCQA4, PubMedQA5, and 

Measuring Massive Multitask Language Understanding (MMLU) clinical topics


• Using a combination of prompting strategies, Flan-PaLM achieves SOTA accuracy on 
every MultiMedQA multiple-choice dataset

• including 67.6% accuracy on MedQA (US Medical Licensing Exam-style questions), surpassing the 

prior state of the art by more than 17%.

54Signal et al., “Large language models encode clinical knowledge”, Nature 2023
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ML Objective and Factuality 

• Factuality of LLMs: The extent to which the information or responses given by the model 
correspond with real-world realities and facts


• ML objective used to train LLMs provides no guarantees as to whether a model will 
learn a fact or not. 

• makes it difficult to ensure whether the model obtains specific knowledge over the course of pre-

training 


• and prevents us from explicitly updating or removing knowledge from a pre-trained model.

55Roberts et al., “How Much Knowledge Can You Pack into the Parameters of a Language Model?”, 2020
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Limitations of LLMs about Knowledge

• Knowledge cutoff

• LLMs don’t know about any events that happened after their training 


• LLMs don’t have any knowledge about private or confidential information that they have not 
encountered during training


• Hallucinations

• LLMs are trained to generate realistic-sounding or convincing text


• But the generated text may be nonetheless wrong 


• instead of admitting that it lacks the base facts in its training. 

56
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How to Resolve Knowledge Cutoff?

• Augmenting LLMs with external resources

• Retrieval Augmented Generation (RAG): supplement the LLM’s internal knowledge by external 

information

• retrieving facts from an external documents or a knowledge base to ground LLMs on the most accurate, 

up-to-date information and to give as context into LLMs' generative process.


• Knowledge editing

• Factuality purpose: Can knowledge be edited?


• Privacy purpose: Can sensitive or private information be deleted from LLMs (unlearning)?

57
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How to update knowledge in 
pre-trained models?

58
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Edit What, Exactly?

59Slides from link

Defining the problem

http://web.stanford.edu/class/cs224n/slides/cs224n-2022-lecture-editing.pdf
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Defining the problem

http://web.stanford.edu/class/cs224n/slides/cs224n-2022-lecture-editing.pdf
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Knowledge Neurons

• What is a knowledge neuron  

- Activations after the first feed-forward 
layer  

• Assumption  

- Knowledge neuron are associated with 
factual knowledge 


• Implications  

- If we can identifying these neurons, we can 
alter them to edit (update/erase) 
knowledge.  

- No additional training is involved.

64Dai et al., “Knowledge Neurons in Pretrained Transformers”, ACL 2022
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Knowledge Attribution: Steps

1. produce n diverse prompts


2. for each prompt, calculate the knowledge attribution scores of neurons


3. for each prompt, retain the neurons with attribution scores greater than t (0.2 
times the maximum attribution score)


4. considering all the coarse sets together, retain the knowledge neurons shared 
by more than p (e.g. 0.7) prompts. 

65Dai et al., “Knowledge Neurons in Pretrained Transformers”, ACL 2022
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Most fact-related neurons are distributed in the topmost layers 

• Dataset: PARAREL dataset (Elazar et al., 2021)

• curated by experts, containing various prompt templates for 38 relations from the T-REx dataset 


• Percentage of identified knowledge neurons in each Transformer layer 


•
66Dai et al., “Knowledge Neurons in Pretrained Transformers”, ACL 2022
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Suppressing or Amplifying Knowledge Neurons

67

Suppressing the neurons hurt performance and amplifying neurons increase performance by 
up to 30% on average.

(1) suppressing knowledge neurons by setting their activations to 0; (2) amplifying knowledge neurons by doubling their activations. 

Dai et al., “Knowledge Neurons in Pretrained Transformers”, ACL 2022
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Case Study - Updating Facts

• Update neuron values by subtracting the word embedding of the previous answer and adding the 
updated answer

68

‣ They achieved a change rate and success rate that is better than random neurons. 


‣ But is this good enough?

Dai et al., “Knowledge Neurons in Pretrained Transformers”, ACL 2022
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Editing a Pre-trained Model with MEND

70Mitchell et al., “Fast Model Editing at Scale”, ICLR 2022.
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Editing a Pre-trained Model with MEND

71
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Editing a Pre-trained Model with MEND

72

- The MEND network produces gradient updates for the pretrained model. 

- Itʼs not the gradient of all the weights, itʼs a transformation of the gradient!

a collection of small auxiliary editing 
networks that use a single desired 
input-output pair to make fast, local 
edits to a pre-trained model’s 
behavior. 

MEND learns to transform the 
gradient obtained by standard fine-
tuning, using a low-rank 
decomposition of the gradient to 
make the parameterization of this 
transformation tractable
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Editing a Pre-trained Model with MEND

73
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Editing a Pre-trained Model with MEND

74

The knowledge is updated!
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Editing a Pre-trained Model with MEND

75

- Involves training 
- correctly updates the fact and the related facts 
- maintain answers to the irrelevant facts 

- MEND network learns how to edit for one single fact change
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Results

• FT: fine-tuning with updated facts


• FT + KL: fine-tuning with updated facts and locality loss

77

MEND shows the best Edit success rate (ES) and least interference to overall model 
perplexity or accuracy, i.e., ppl. DD, acc.DD.

Minimize changes on 
irrelevant examples

 Locality Loss: 
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Comparison of the Two Works

78

Knowledge Neurons MEND

Method Attribution-based Learning-based

Training? no yes

Restricted by Attribution algorithm Need a lot of edits data
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Limitations of LLMs about Knowledge

• Knowledge cutoff

• LLMs don’t know about any events that happened after their training 


• LLMs don’t have any knowledge about private or confidential information that they have not 
encountered during training


• Hallucinations

• LLMs are trained to generate realistic-sounding or convincing text


• But the generated text may be nonetheless wrong 


• instead of admitting that it lacks the base facts in its training. 

79
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Confidence Calibration 

• In real-world, classification networks should 
indicate when they are likely to be incorrect.


• The probability associated with the predicted 
class label should reflect its ground truth 
correctness likelihood

80Guo et al., On Calibration of Modern Neural Networks, ICML 2017.
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Confidence Calibration: Metrics 

81
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 Uncertainty and confidence in LLMs

• LLMs have achieved remarkable success, but often exhibit overconfidence and 
poor calibration


• LLMs are prone to generate false information (i.e., “hallucinations”) and are often 
unaware of whether they know the answer.


• The prompted nature of LLMs offers an alternative means of ensembling.

82Jiang et al., “Calibrating Language Models via Augmented Prompt Ensembles”, ICLR 2023.
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No Exploration of Uncertainty 

• Metrics like top-one accuracy may capture the ordering of predictions


• But they lack the resolution to reflect on the degree of certainty of factual 
knowledge being learned by LLMs.

83Jiang et al., “Calibrating Language Models via Augmented Prompt Ensembles”, ICLR 2023.
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 Calibration via Augmented Prompt Ensembles (CAPE)

• Prompt ensembles: sets of diverse prompts that are meant to solve the same 
problem.


• To improve LLM reliability, querying the LLM with multiple different input prompts 
and considering each of the model’s responses when inferring a final answer. 

84Jiang et al., “Calibrating Language Models via Augmented Prompt Ensembles”, ICLR 2023.
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CAPE

85Jiang et al., “Calibrating Language Models via Augmented Prompt Ensembles”, ICLR 2023.
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Prompt augmentation 

• Template paraphrase


• Option permutation


• In-context example permutation


• In-context example selection

86Jiang et al., “Calibrating Language Models via Augmented Prompt Ensembles”, ICLR 2023.



/ 89

CAPE: Results 

87Jiang et al., “Calibrating Language Models via Augmented Prompt Ensembles”, ICLR 2023.
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Conclusion

• Large language models pretrained on unstructured text perform competitively on open-domain 
QA, even compared to competitors with access to external knowledge


• Scale is critical to performance


• Using LMs as knowledge bases suffers from lack of interpretability, and LMs are prone to 
hallucinating “realistic” answers

89



Questions
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Knowledge Attribution 

• Integrated gradient:


91
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Baselines

• Freq: ranks candidates by frequency of appearance as objects for a subject-relation pair 


• Analogous to majority classifier


• Pretrained models 

• RE (Sorokin and Gurevych, 2017): extracts relation triples from sentence


•  : uses exact string matching for entity linking


•  has to find the subject/object entities itself


•  : uses oracle for entity linking


• As long as  gets the right relation type, it gets the answer for free

REn

REn

REo

REo

92


