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What is a knowledge lbase”

Can language models be used as knowledge bases? (Petroni et al., 2019)

How to update facts”? (Dai et al., 2021, Mitchell et al., 2022)

Hallucination
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Introduction




Motivation

® [he corpora used to pre-train language models are huge aggregations of information and
data from the internet
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Today, we take LLMs’ ability to “store” knowledge for granted

GPT-3 Zero-shot Knowledge Retrieval

Playground _oad a preset Save  Viewcode  Share

Where was 1.S. Eliot born?

St. Louis, Missouri|

Model

text-davinci-002

m 9 Temperature

— Key Question N

Can we directly retrieve the knowledge learned in pre-training from a language model? £
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Today, we take LLMs’ ability to “store” knowledge for granted

GPT-3 Zero-shot Knowledge Retrieval

Playground | a preset Viewcode  Share

Where was 1.S. Eliot born?
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Model

text-davinci-002

Temperature

® [his was not so obvious to NLP researchers three years ago!

® |nstead, traditional knowledge bases were often used
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What is a knowledge graph?

A knowledge graph represents structured information about entities and their relationships
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What is a knowledge base?

January 30, 1882
October 11, 1884

knowledge base

WIKIDATA

knowledge graph
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What is a knowledge base?
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What is a knowledge base?
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What is a knowledge base?

Hyde Park
January 30, 1882 ~

J M October 11, 1884

¢
\\\\\\izfl\\‘
4 “
SELECT date of birth

WHERE person = “Franklin D. Roosevelt”
. J

query

Graphic from Megan Leszczynski (Stanford) 14 / 89



https://web.stanford.edu/class/archive/cs/cs224n/cs224n.1214/slides/cs224n-2021-lecture15-lm.pdf

Downsides of using knowledge bases
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I i Data preprocessing

For other people named Thomas Eliot, see Thomas Eliot (disambiguation).

§ Thomas Stearns Eliot OM (26 September 1888 — 4
January 1965) was a poet, essayist, publisher,

T. S. Eliot
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with a slight § 512y wright, literary critic and editor 2! Considered one

of the 20th century's major poets, he is a central D .t .
9 figure in English-language Modernist poetry. a a I I Ierg I n g

Born in St. Louis, Missouri, to a prominent Boston
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Brahmin family, he moved to England in 1914 at the
age of 25 and went on to settle, work, and marry
there [*] He became a British citizen in 1927 at the
age of 39, subsequently renouncing his American

‘ P Entity/relation extraction
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5 "The Love Song of J. Alfred Prufrock" in 1915, which,
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Unstructured text Knowledge base

Populating the knowledge base often involves complicated, multi-step NLP pipelines
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3 Varieties

iIncorrect extraction

Requires supervised data to train the pipeline and/or fill the knowledge base

Right-most graphic from Petroni et al., 2019
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BORN-IN
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Right-most graphic from Petroni et al., 2019
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Downsides of using knowledge bases

Boston
BORN-IN
ERROR
(T.S. Eliot, BORN-IN, X) — 1.5, Eliot ey “BORN IN” is not a
legal relation.

slightly incorrect query

Reliant on fixed schemas to store or query data Right-most graphic from Petroni et al., 2019 18 / 89
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Traditional knowledge lbases are inflexible and require significant manual effort.

Are there better alternatives?



Language Models as Knowledge Bases?
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Language models as knowledge bases?

« Why language models?

® Pretrained on a huge corpus of data

® Doesn’t require annotations/supervision
® [ore flexible with natural language queries

® (Can be used off-the-shelf
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Language models as knowledge bases?

« Why language models?

® Pretrained on a huge corpus of data

® Doesn’t require annotations/supervision
® [ore flexible with natural language queries

® (Can be used off-the-shelf

But first, we need to see if language models really do store knowledge.

How do we check this?
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Language models as knowledge bases?

« Why language models?

® Pretrained on a huge corpus of data

® Doesn’t require annotations/supervision

® [ore flexible with natural language queries

® (Can be used off-the-shelf

But first, we need to see if language models really do store knowledge.

— Question

How do we check this?

~

\_

Answer: LAMA Probe

Petroni et al., “Language Models as Knowledge Bases”?”, 2019

23 /89



LAMA Probe: Evaluation of LM via LAMA

Goal: evaluate + in language models

Collect set of knowledge sources (i.e. set of facts) and test to see how well the model’s
knowledge captures these fact

How do we know how “knowledgeable” a LM is about a particular fact?

Given a cloze statement that queries the model for a missing token,
knowledgeable LMs rank ground truth tokens high and other tokens lower

Petroni et al., “Language Models as Knowledge Bases”?”, 2019 24 /89



*according to the LM

Evaluation of LM via LAMA

Given a cloze statement that queries the model for a missing token,
knowledgeable LMs rank ground truth tokens high and other tokens lower

Language
Model

“The color of the sky is [MASK].”

/Bobz

—

\pear;

candidate vocab

~

/
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*according to the LM

Language
Model

—

/Bob:

blue

red:
grass:

grey:

erar;

Evaluation of LM via LAMA

Given a cloze statement that queries the model for a missing token,
knowledgeable LMs rank ground truth tokens high and other tokens lower

“The color of the sky is [MASK].”

0.003%\
:149%
12%
0.01%
3%

6‘09%j
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Evaluation of LM via LAMA

Given a cloze statement that queries the model for a missing token,
knowledgeable LMs rank ground truth tokens high and other tokens lower

“The color of the sky is [MASK].” P@Kk: precision at k

“Does ground truth
exist in the top k
ranks?”

Language
Model #2
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Evaluation of LM via LAMA

Given a cloze statement that queries the model for a missing token,
knowledgeable LMs rank ground truth tokens high and other tokens lower

“The color of the sky is [MASK].” P@1: precision at

/Bob: 0.1% \ 4 grey ) No ground truth.
blue: 15% red Pe1=0
red: 18% blue
Language grass: 0.04% :
Model grey: 30% I :
Bob
- g1ass
ear: 0.003% ear
\F 2/ PR
probability scores rankings
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Evaluation of LM via LAMA

Given a cloze statement that queries the model for a missing token,
knowledgeable LMs rank ground truth tokens high and other tokens lower

“The color of the sky is [MASK].” P@3: precision at

/Bob: 0.1% \ 4 grey B No ground truth.
blue: 15% red Pes =0
red: 18% blue
Language grass: 0.04% :
Model grey: 30% I :
Bob
- g1ass
ear: 0.003% ear
\F 2/ PR
probability scores rankings
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Architecture of the LAMA probe
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Architecture of the LAMA probe

Step 1: Compile knowledge sources

Fact #1

Fact #2

Fact #3

Fact #1

Fact #2

Fact #3

Knowledge Sources

Petroni et al., “Language Models as Knowledge Bases”?”, 2019 31 /89



Architecture of the LAMA probe

Step 2: Formulate facts into triplets or question-answer pairs

Fact #1

-—

Fact #2

Fact #3

Fact #1

Fact #2

Fact #3

Knowledge Sources

(Mozart, BORN-IN, Austria)

(Who wrote Hamlet, Shakespeare)

Facts

Petroni et al., “Language Models as Knowledge Bases”?”, 2019
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Architecture of the LAMA probe

Step 3: Create cloze statements, either manually or via templates

Fact #1 =  (subject, relation, object)

Fact #2

Fact #3

Fact #1

Fact #2

Fact #3 —— (question, answer)

Knowledge Sources Facts

Petroni et al., “Language Models as Knowledge Bases”?”, 2019 33 /89



Architecture of the LAMA probe

Step 3: Create cloze statements, either manually or via templates

Fact #1 =—  (Mozart, BORN-IN, Austria)
Fact #2 l
Fact #3
Cloze Statement Maker .
— | “[ISUBJECT]] was born in [MASK]”
Template) (SUBJECT] [MASK]
manually crafted template for
Fact #1 “BORN-IN" relation
Fact #2
Fact #3
Knowledge Sources Facts Cloze Statements

Petroni et al., “Language Models as Knowledge Bases”?”, 2019 34 /89



Architecture of the LAMA probe

Step 3: Create cloze statements, either manually or via templates

BORN-IN, Austria)

Fact #2 l
Fact #3

Fact #1

Cloze Statement Maker .
—_— | “[ISUBJECT]] was born in [MASK]”
(Template) [SUBJECT] | |
manually crafted template for

Fact #1 “BORN-IN” relation
Fact #2

Fact #3

Knowledge Sources Facts Cloze Statements
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Architecture of the LAMA probe

Step 3: Create cloze statements, either manually or via templates

BORN-IN, Austria)

Fact #2 l
Fact #3

Fact #1

Cloze Statement Maker .
—_— | “[IMozart] was born in [MASK]”
(Template) [ | |
manually crafted template for
Fact #1 “BORN-IN” relation
Fact #2
Fact #3
Knowledge Sources Facts Cloze Statements
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Architecture of the LAMA probe

Step 3: Create cloze statements, either manually or via templates

Fact #1 ! ” %
1

Fact #2

Fact #3 T

Cloze Statement
(Manual)
Fact #1

Fact #2 T

Fact #3 —_——  (\Who wrote Hamlet, Shakespeare)

“The writer of Hamlet is [MASK]”

human-generated statement

Knowledge Sources Facts Cloze Statements

Petroni et al., “Language Models as Knowledge Bases”?”, 2019 37 /89



LAMA’s Knowledge Sources: Google-RE

 Manually extracted facts from Wikipedia

* Only consider 3 kinds of relations: place of birth, date of birth, place of death

Original Fact (T.S. Eliot, birth-place, St. Louis)
Question “T.S. Eliot was born in [MASK] ”
Answer St. Louis

Petroni et al., “Language Models as Knowledge Bases”?”, 2019 38 /89


https://code.google.com/archive/p/relation-extraction-corpus/

LAMA’s Knowledge Sources: T-REXx

 Automatically extracted facts from Wikipedia (may have some errors)

* For multiple right answers: throw away all but one

Original Fact (Francesco Conti, born-in, [Florence, Italy])

multiple possibilities

Petroni et al., “Language Models as Knowledge Bases”?”, 2019 39 /89
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LAMA’s Knowledge Sources: T-REXx

 Automatically extracted facts from Wikipedia (may have some errors)

* For multiple right answers: throw away all but one

Original Fact (Francesco Conti, born-in, [Florence, It y])
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LAMA’s Knowledge Sources: T-REXx

 Automatically extracted facts from Wikipedia (may have some errors)

* For multiple right answers: throw away all but one

Original Fact (Francesco Conti, born-in, [Florence, It y])
Question “ Francesco Conti was born in [MASK] ”
Answer Florence

Petroni et al., “Language Models as Knowledge Bases”?”, 2019 41 /89
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LAMA’s Knowledge Sources: ConceptNet

 For each ConceptNet triple, find the relevant Open Mind Common Sense (OMCS) sentences
and mask the object

ConceptNet Triple (ravens, CapableOf, fly)
Question “ Ravens can [MASK] ”
Answer fly

Petroni et al., “Language Models as Knowledge Bases”?”, 2019 42 / 89


https://aclanthology.org/L12-1639/

LAMA’s Knowledge Sources: SQUAD

 Question-answer dataset: pick only context-insensitive questions with single-token answers

» Qriginally created via Wikipedia

SQuAD

Question-Answer Pair (“Who developed the theory of relativity?”, Einstein)

Question “ The theory of relativity was developed by [MASK] ”

Answer Einstein

Petroni et al., “Language Models as Knowledge Bases”?”, 2019 43 / 89


https://arxiv.org/abs/1606.05250

Dataset Statistics

# Facts # of Relations # Tokens in Answer
Google-RE 5.5k 3 1
T-REX 34k 41 1
ConceptNet 11.4k 16 1
SQUAD 300 - 1

Petroni et al., “Language Models as Knowledge Bases”?”, 2019 44 / 89



Dataset Statistics

# Facts # of Relations # Tokens in Answer
Google-RE 5.5k 3 1
T-REX 34Kk 41 1
ConceptNet 11.4k 16 1
SQuUAD 300 - 1

Note: all ground truth answers are single-token!

Petroni et al., “Language Models as Knowledge Bases”?”, 2019 45 / 89



Pre-trained language models

Model

fairseqg-fconv (Fs)

Transformer-XL large (Txl)

ELMo (Eb)
ELMo
ELMo 5.5B (E5SB)
BERT-base (Bb)
BERT

BERT-large (Bl)

Base Model

ConvNet

Transformer

BILSTM

Transformer

Training Corpus
WikiText-103 corpus

WikiText-103 corpus

Google Billion Word

Wikipedia + WMT
2008-2012

Wikipedia (en) &
BookCorpus

Petroni et al., “Language Models as Knowledge Bases”?”, 2019

Size

324M

257M

93.6M

93.6M

110M

340M
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http://fairseq-fconv%20(Fs)%20ConvNet%20WikiText-103%20corpus%20324M
https://arxiv.org/abs/1901.02860
https://arxiv.org/pdf/1808.08949.pdf
https://arxiv.org/abs/1810.04805

C Relation Statistics Baselines KB LM
Orpus aHo #Facts #Rel | Freq DrQA RE, RE, | Fs TxI Eb ESB Bb  BI
birth-place 2937 1 4.6 : 35 138 44 27 55 75 149 16.1
Goolegp Dirth-date 1825 1 1.9 i 00 19 03 11 01 01 15 14
8 death-place 765 1 68 .01 72 30 09 03 13 131 140
Total 5527 3 44 i 12 76 26 16 20 30 98 105
1-1 937 2 1.78 i 0.6 100 17.0 365 101 13.1 68.0 745
T REx N-1 20006 23 2385 - 54 338 6.1 180 3.6 65 324 342
N-M 13096 16 2195 - 77 367 120 165 57 74 247 243
Total 34039 41 2203 - 6.1 338 89 183 47 71 311 323
ConceptNet Total 11458 16 4.8 - - - 36 57 6.1 62 156 19.2
SQUAD Total 305 i i 375 - . 36 39 16 43 141 174

RE (Sorokin and Gurevych, 2017): extracts relation triples from sentence

« RL,  :uses exact string matching for entity linking & has to find the subject/object entities itself

« RL, :uses oracle for entity linking, thus it gets the answer for free

Petroni et al., “Language Models as Knowledge Bases”?”, 2019
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Results: BERT models outperform other LMs on T-REX

| lPe'rfqrrInia'n‘ce on T'TREXI - Rank Distribution of Ground Truth on T-REx
Fs —#— E5B —e— 30—
80 Tx| —#— Bb —wv— ! —
20| Eb —— Bl —8— 300+ |
I
250 | .
o 200 |
® 150} N
—
100 1 —
Sl L B =
SN JN =~ = I e ==
10 102 Fs TxI Eb E5B Bb B
K
BERT models perform the best by a large margin BERT models show much lower variance

Petroni et al., “Language Models as Knowledge Bases”?”, 2019 48 / 89



Results: What factors correlate with better performance for BERT on T-REx?

Pearson Correlation Coefficients for P@1 (BERT-large, T-REx) Io"‘
- -0.2
P@1 -0.05 0.12 0.035 - 0.0
- —0.2
# of subject | # of object | logprob of cosine # tokens in # tokens in
mentions mentions first similarity subject subject 04
in training in training | prediction between (standard (BERT
corpus corpus subject + tokenizer) Wordpiece
object vectors tokenizer)

Petroni et al., “Language Models as Knowledge Bases”?”, 2019 49 /89



Conclusion

BERT-large recalls knowledge better than its competitors, and competitively with non-neural/supervised alternatives

BERT-large is competitive with a RE knowledge base that was trained on the “best possible” data and used the entity-
linking oracle

Dealing with variance in performance in response to different natural language templates is a challenge
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How much does train-test overlap affect performance?

Many of the knowledge sources we’ve discussed were extracted from Wikipedia
However, pre-training corpora for language models almost always contain data from Wikipedia...

How much of the amazing knowledge retrieval is due to train-test overlap in the knowledge probing
benchmarks?
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Train-test overlap is responsible for LM’s ability to do knowledge retrieval

Model
RAG
oak  DPR
FID
Closed T5-11B+SSM
book BART

Nearest Dense
Neighbor TF-IDF

Open Natural Questions

Total

44.5
41.3
51.4

36.6
26.5

26.7
222

Question
Overlap

When there is

Lewis et al., “Question and Answer Test-Train Overlap in Open-Domain Question Answering Datasets”, ACL 2021.

Answer
Overlap
Only

TriviaQA
: Answer
Ovlzgap Total %liisrtll;); Overlap
Only
24.8 |56.8 | 82.7 54.7
19.3 | 579 | 80.4 29.6
345 | 67.6 | 87.5 66.9
9.4 ; - .
08 |26.7| 67.3 16.3
0.0 |28.9 | 81.5 .
0.0 |[235| 68.8 5.1

WebQuestions
: Answer
Question No
Overlap O(\;enrll}zlip Overlap
81.0 45.8 21.1
74.1 39.8 22.2
382.1 44.5 22.0
T 20.7 1.6
78.8 17.1 0.0

, both open and closed-book LMs perform well
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Train-test overlap is responsible for LM’s ability to do knowledge retrieval

Model

RAG

S pel? DPR
- FID

Closed T5-11B+SSM| 36.6

book BART

Nearest Dense
Neighbor TF-IDF

But with no question or answer overlap, performance drops sharply!

Total

44.5
41.3
51.4

26.5

26.7
222

Lewis et al.,

Question

Overlap

70.7

69.4
T10

.

67.6

69.4

56.8

Open Natural Questions

Answer
Overlap

No
Overlap

821

80.4

87.3

67.3

81.5
68.8

TriviaQA
Question ANEWEC No
Overlap K— Overlap
Only

282
31.6
42.8

0.0
0.0

Total

42.4

WebQuestions

Question
Overlap

81.0

74.1

82.1

LD

78.8
639 |

- Answer

Overlap
Only

“Question and Answer Test-Train Overlap in Open-Domain Question Answering Datasets”, ACL 2021.
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Example: LLMs encode clinical knowledge

e Model: Instruction-tuned variant, Flan-PaLM?2

e Dataset: MultiMedQA

 MultiMedQA multiple-choice dataset including MedQA3, MedMCQA4, PubMedQAS5, and
Measuring Massive Multitask Language Understanding (MMLU) clinical topics

 Using a combination of prompting strategies, Flan-PaLM achieves SOTA accuracy on
every MultiMedQA multiple-choice dataset

* including 67.6% accuracy on MedQA (US Medical Licensing Exam-style questions), surpassing the
prior state of the art by more than 17%.

Signal et al., “Large language models encode clinical knowledge”, Nature 2023 54 / 89



ML Objective and Factuality

* Factuality of LLMs: The extent to which the information or responses given by the model
correspond with real-world realities and facts

ML objective used to train LLMs provides no guarantees as to whether a model will
learn a fact or not.

 makes it difficult to ensure whether the model obtains specific knowledge over the course of pre-
training

 and prevents us from explicitly updating or removing knowledge from a pre-trained model.

Roberts et al., “How Much Knowledge Can You Pack into the Parameters of a Language Model?”, 2020 55 /89



Limitations of LLMs about Knowledge

 Knowledge cutoff

 |LLMs don’t know about any events that happened after their training

 |LLMs don’t have any knowledge about private or confidential information that they have not
encountered during training

e Hallucinations

 LLMs are trained to generate realistic-sounding or convincing text
 But the generated text may be nonetheless wrong

* instead of admitting that it lacks the base facts in its training.
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How to Resolve Knowledge Cutoff?

 Augmenting LLMs with external resources

* Retrieval Augmented Generation (RAG): supplement the LLM'’s internal knowledge by external
information

e retrieving facts from an external documents or a knowledge base to ground LLMs on the most accurate,
up-to-date information and to give as context into LLMs' generative process.

 Knowledge editing

* Factuality purpose: Can knowledge be edited?

* Privacy purpose: Can sensitive or private information be deleted from LLMs (unlearning)?
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How to update knowledge In
pre-trained models?

58 /89



Edit What, Exactly?

Defining the problem

*
Who is the prime

minister of the UK?

/

Edit example Edit scope

* )
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Edit What, Exactly?

Defining the problem

What continent is

Everest on?

Why is the sky blue?

Who is the PM of

the UK?

*
Who is the prime

minister of the UK?

What club does
Messi play for?

Edit example Edit scope

* D
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Edit What, Exactly?

Defining the problem

Where is Boris
Johnson the PM?

Where did Boris
Johnson go to
university?

M
What continent is

Everest on?

Why is the sky blue?

What club does
Messi play for?

Who is the PM of
the UK?

*
Who is the prime

minister of the UK?

=
Who is the UK deputy PM?

Edit example Edit scope

* D

In-scope Out-of-scope Hard in/out-of-scope
® B @ (m
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Knowledge Neurons in Pretrained Transformers

Damai Dai'*} Li Dong*, Yaru Hao*, Zhifang Sui’, Baobao Chang', Furu Wei’
"MOE Key Lab of Computational Linguistics, Peking University
tMicrosoft Research
{daidamai, szf, chbb}l@pku.edu.cn
{lidongl, yvaruhao, fuwei}@microsoft.com
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Knowledge Neurons

(Factual Knowledge \I e What is a knowledge neuron
| Q27 P36 Q1761 | L .
| { Ireland ]'Capitaf Dublin | | - Activations after the first feed-forward
e ——— N N e re—
g & Knowledge - layer
Attribution

Feed-Forward i e Assumption

Network

Y- A

AQ -  Knowledge neuron are associated with
aY Ya) factual knowledge
QC

® |mplications

X

| YA E e |

Knowledge
Neurons

- If we can identitying these neurons, we can

alter them to edit (update/erase)
Self-Attention Layer knowledge.

| - No additional training Is involved.

Dai et al., “Knowledge Neurons in Pretrained Transformers”, ACL 2022 64 /89



Knowledge Attribution: Steps

1. produce n diverse prompts

2. for each prompt, calculate the knowledge attribution scores of neurons

3. for each prompt, retain the neurons with attribution scores greater than t (0.2
times the maximum attribution score)

4. considering all the coarse sets together, retain the knowledge neurons shared
by more than p (e.g. 0.7) prompts.

Dai et al., “Knowledge Neurons in Pretrained Transformers”, ACL 2022 65 / 89



Most fact-related neurons are distributed in the topmost layers

 Dataset: PARAREL dataset (Elazar et al., 2021)

e curated by experts, containing various prompt templates for 38 relations from the T-REx dataset

* Percentage of identified knowledge neurons in each Transformer layer

-40%
-30%
-20%
-10%
- 0%

-10%
-20%
-30%
-40%

Percentage

1 2 3 4 5 6 7 8 9 10 11 12
Layer

Dai et al., “Knowledge Neurons in Pretrained Transformers”, ACL 2022 66 / 89



Suppressing or Amplifying Knowledge Neurons

(1) suppressing knowledge neurons by setting their activations to 0; (2) amplifying knowledge neurons by doubling their activations.

2 6 2
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Suppressing the neurons hurt performance and amplifying neurons increase performance by

up to 30% on average.
Dai et al., “Knowledge Neurons in Pretrained Transformers”, ACL 2022 67 /89



Case Study - Updating Facts

 Update neuron values by subtracting the word embedding of the previous answer and adding the
updated answer

Metric Knowledge Neurons Random Neurons
Change rate 48.5% 4.77%
Success rate? 34.4% 0.0%

> They achieved a change rate and success rate that is better than random neurons.

> But is this good enough?

Dai et al., “Knowledge Neurons in Pretrained Transformers”, ACL 2022 68 / 89



Published as a conference paper at ICLR 2022

FAST MODEL EDITING AT SCALE

Eric Mitchell, Charles Lin, Antoine Bosselut, Chelsea Finn, Christopher D. Manning
Stanford University
eric.mitchell@cs.stanford.edu
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Editing a Pre-trained Model with MEND

x, = "Who is the prime
minister of the UK?”

Pre-trained model (p,)

Mitchell et al., “Fast Model Editing at Scale”, ICLR 2022. 70 / 89



Editing a Pre-trained Model with MEND

x, = “"Who is the prime
minister of the UK?”
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Editing a Pre-trained Model with MEND

x, = “"Who is the prime y, = “Boris Johnson”

minister of the UK?”

|

Boris Theresa
Johnson May

a collection of small auxiliary editing
networks that use a single desired
input-output pair to make fast, local
edits to a pre-trained model’s
behavior.

MEND learns to transtorm the
gradient obtained by standard fine-
tuning, using a low-rank
decomposition of the gradient to
make the parameterization of this
transformation tractable

- The MEND network produces gradient updates for the pretrained model.

- It’'s not the gradient of all the weights, it's a

of the gradient!
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Editing a Pre-trained Model with MEND

x, = “Who is the prime y, = “Boris Johnson” x, = "Who is the
minister of the UK?”

e

Boris Theresa
Johnson May
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Editing a Pre-trained Model with MEND

x, = “"Who is the prime y, = “Boris Johnson” x, = "Who is the

minister of the UK?” UK PM?”

Po-v,( - | x)

0.8
0.6
—
0.4
0.2
0

Boris Theresa
Johnson May

Boris Theresa
Johnson May

The knowledge is updated!
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Editing a Pre-trained Model with MEND

x, = "Who is the prime y, = “Boris Johnson” x, = "Who is the

minister of the UK?” UK PM?”

Boris Theresa
Johnson May

Boris Theresa
Johnson May

- Involves training
- correctly updates the fact and the related facts
- maintain answers to the irrelevant facts

- MEND network learns how to edit for one single fact change
75 / 89



Algorithm 1 MEND Training Algorithm 2 MEND Edit Procedure

1: Input: Pre-trained p¢,,, weights to make 1: procedure EDIT(0, W, 0, e, Ye)
editable WV, editor params ¢, edit dataset 2: P < po,,, (Ye|Te), cachlng input ug to Wy € W

D! ... edit-locality tradeoff cedit 3: L(6,W) « log p > Compute NLL
2: fort € 1,2,. do 4. for W, € YWdo
3: Sample Te, Ye, Te, Yo Tloc ~ D 5: de+1 ¢ Vwuptb,le (e, Ye) > Grad wrt output
4: W < EDIT(Ow, W, di_1, Te, Ye ) 6: Ug, ot 94, (ue, Op+1) > Pseudo-acts/deltas
5t Le < log pe,; (Ye|ze) 7 We < Wy — 8o, > Layer £ model edit
6:  Lioc < KL(po,y, (|Z1oc) [P0, (+|Z10c) ) 8: W «— {Wh,..., Wi}
7: L(¢t—1) < ceditLe + Lioc 9: return W > Return edited weights
8: (bt < Adam (d)t 1, V¢L(¢t 1))

~

— _ B ~q3 T
vWe — Z E—l—luﬁ '



FT: fine-tuning with updated facts

FT + KL: fine-tuning with updated facts and locality loss

Results

- Locality Loss:

Minimize changes on
Irrelevant examples

ZSRE Question-Answering

T5-XL (2.8B) T5-XXL (11B)
Editor EST acc.DD] ES1T acc.DDJ|
FT 0.58 | (<0.001) [ 087 | (<0.001)
FT+KL 0.55 <0.001 0.85 <0.001
MEND 0.88 [ 0.001 0.89  (<0.001,

MEND shows the best Edit success rate (ES) and least interference to overall model
perplexity or accuracy, I.e., ppl. DD, acc.DD.
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Comparison of the Two Works

Knowledge Neurons MEND
Method Attribution-based Learning-based
Training? no yes
Restricted by Attribution algorithm Need a lot of edits data
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Limitations of LLMs about Knowledge

e Hallucinations

 LLMs are trained to generate realistic-sounding or convincing text
 But the generated text may be nonetheless wrong

* instead of admitting that it lacks the base facts in its training.
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Confidence Calibration

LeNet (1998) ResNet (2016)
. CIFAR-100 CIFAR-100
X S 1
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Guo et al., On Calibration of Modern Neural Networks, ICML 2017. 80 /89



Confidence Calibration: Metrics

M
B,
ECE = E B acc(B,,) — conf(B,,)]|,
n
m=1

MCE = max |acc(B,,) — conf(B,,)]
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Uncertainty and confidence in LLMs

e | LMs have achieved remarkable success, but often exhibit overconfidence and
poor calibration

 LLMs are prone to generate false information (i.e., “hallucinations”) and are often
unaware of whether they know the answer.

 The prompted nature of LLMs offers an alternative means of ensembling.

Jiang et al., “Calibrating Language Models via Augmented Prompt Ensembles”, ICLR 2023. 82 /89



No Exploration of Uncertainty

* Metrics like top-one accuracy may capture the ordering of predictions

* But they lack the resolution to reflect on the degree of certainty of factual
knowledge being learned by LLMSs.

Jiang et al., “Calibrating Language Models via Augmented Prompt Ensembles”, ICLR 2023. 83 /89



Calibration via Augmented Prompt Ensembles (CAPE)

 Prompt ensembles: sets of diverse prompts that are meant to solve the same
problem.

 To improve LLM reliability, querying the LLM with multiple different input prompts
and considering each of the model’s responses when inferring a final answer.

Jiang et al., “Calibrating Language Models via Augmented Prompt Ensembles”, ICLR 2023. 84 /89



Calibrating Language Models via Augmented Prompt Ensembles

A Train Example Bank L\
[Example #1] Example selection
[Example #2] B \
u Y

©

Template paraphrase

4 Prompt Template P

Instruction: Answer the following question truthfully

with the alphabetic letter corresponding to the most
appropriate option.

Question: Where can you find a real psychic?
A. Psychics aren’t real

B. By searching online

C. At a convention

D. By calling a hotline

Answer: <A|B|C|D>
.

\

—

CAPE

Multiple-Choice Prompt (Enum)

-

\

Instruction: Scrutinize the given question and pick
the most fitting answer. Respond with the letter
associated with the correct choice.

Question: Where can you find a real psychic?
A. Psychics aren’t real
B. By searching online

e In-context Examples N
[Example #1]
| [Example #2] Example permutation
[Example #3]
\_ Y,
> Prompt Template N

Option permutation

C. At a convention

D. By calling a hotline 9

Correct Choice: <A|B|C|D>

Z/

>
U
.!-I

(a) Prompt augmentations on ENUM multiple-choice format

Multiple-Choice Prompt (ltem)

-

Instruction: Answer the following question truthfully
with select the most appropriate option.

Question: Where can you find a real psychic?
- Psychics aren’t real

- By searching online

- At a convention

- By calling a hotline

Answer: <Answer option text>

>

e In-context Examples N
[Example #1]
[Example #2]
[Example #3
\_ Y,
e Prompt Template N

M

S

v
I!--

Psychics By searching At a
aren’t real online

By calling
convention a hotline

oooooo

(b) ITEM multiple-choice format

Jiang et al., “Calibrating Language Models via Augmented Prompt Ensembles”, ICLR 2023.
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Prompt augmentation

Template paraphrase
Option permutation
In-context example permutation

In-context example selection

Jiang et al., “Calibrating Language Models via Augmented Prompt Ensembles”, ICLR 2023. 86 /89



CAPE: Results

0.30-

0.25-

—eo— Combined

(Uj O 20 -#-- Template paraphrase
TR - = Option permutation

\ —— Base (Non-Ensemble)
0.15- ‘.

0.10-

2 4 3 16 32
Number of Ensembles

Jiang et al., “Calibrating Language Models via Augmented Prompt Ensembles”, ICLR 2023. 87 /89



Conclusion




Conclusion

Large language models pretrained on unstructured text perform competitively on open-domain
QA, even compared to competitors with access to external knowledge

Scale is critical to performance

Using LMs as knowledge bases suffers from lack of interpretability, and LMs are prone to
“realistic” answers
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Questions




Knowledge Attribution

* Integrated gradient: N Alam OPOlxnl=—il)

l
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Baselines

* Freq: ranks candidates by frequency of appearance as objects for a subject-relation pair
* Analogous to majority classifier
 Pretrained models

 RE (Sorokin and Gurevych, 2017): extracts relation triples from sentence

« RE, :uses exact string matching for entity linking
« RE, has to find the subject/object entities itself
« RE_ :uses oracle for entity linking

« Aslong as KL gets the right relation type, it gets the answer for free
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