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What is Zero-Shot Learning?
• Zero-Shot Learning (ZSL) [2009-]
• Unseen test sample classes (or tasks) during training
• Has to associate observed and non-observed classes
• Auxiliary information is used to make this happen
• e.g. a model trained to recognize horses along with textual info of how each 

animal looks like ☞ can classify zebras too!
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ZSL (cont.)

• T0: An encoder-decoder model 
• 16x smaller than GPT-3
• Can generalize to unseen NLP tasks
• Explicit multi-task learning to achieve ZSL.
• Map any NLP task into a readable prompt. 
• Fine-tuned the T5 model on multi-task training dataset.
• https://bigscience.huggingface.co/blog/t0
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T5 Model
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Few-Shot Learning

• Including few examples of test task at inference time. 
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LLMs have ZSL and FSL capabilities
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Let’s have a discussion

• Don’t have the luxury of deploying a 100-B parameter. 
• All we can afford is a pre-trained 100-M parameter model.

• Have only a couple of labeled examples from the target task. 
• Let’s say sentiment analysis of movies. 

• How to go about this?
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1st Solution: Head-based Fine-Tuning of a MLM 
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• How many trainable parameters are involved?
• hidden_size ✕ num_classes
• Does it work well when given only ~10 training samples?



What else we can do? Let’s discuss. 

• … which better suits the FSL setup? 
• Utilizing the masked token prediction capability of the BERT.
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Prompt-based Fine-Tuning
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Prompt-based Fine-Tuning (cont.)

• Step 1: Formulate the task into a masked token prediction through a 
prompt template:

• Step 2: Choose a label-word mapping M.
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Prompt-based Fine-Tuning (cont.)

• Step 3: Fine-tune the LM to fill in the correct word
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Regression Problem

• Regression: interpolating between two extremes

• The LM is fine-tuned to minimize the KL-divergence between the 
inferred P(yu | xin) and (y – vl)/(vu - vl) the observed target.
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Evaluation Datasets
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Examples

• SST-2: sentiment analysis.
• e.g. S1 = “The movie is ridiculous”. Label: negative.
• Manual prompt:

17



Examples (cont.)

• SNLI: Natural Language Inference
• S1 = “A soccer game with multiple males playing”. S2 =“Some men are 

playing sport”. Label: Entailment.
• Manual prompt:
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Few-shot Learning & Evaluation Protocol

• Training dataset: K=16 examples per class.
• Dev dataset: same size as training dataset.
• Performance measured across 5 random splits of {train, dev} set.
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Results
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Effect of Word-Class Mapping
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Effect of the Prompt Template 
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How to design good prompts?

• BoolQ: given a passage q and question p, design a prompt for 
question answering.
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How to design good prompts? (cont.)
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• WiC: given two sentences S1 and S2, and a word W, design a prompt 
to determine whether W was used in the same sense in both 
sentences.



How to design good prompts? (cont.)

• Manual designing requires some effort. 
• The template T and word-class mapping M are not independent. 
• Model selection (T, M) is subject to overfitting. 
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Automatic Selection of Label Words

• Why naively searching all possibilities is not working?
• Generally interactable, exponentially large search space. 
• Prone to overfitting. May uncover spurious correlations using few 

samples. 
• For each class c, select top k words according to 

• Dc
train is training set for the class c. 
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Automatic Selection of Label Words (cont.)

• Enumerate all combinations of top-k words for different classes. 
• Prune by zero-shot accuracy on the training set, select top-n tuples. 
• Fine-tune based on top-n candidate and select the best one on the 

dev set. 
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Automatic Generation of Templates
• Having fixed M(y), use the T5 model.
• Trained to fill in multiple tokens.
• e.g. “Thank you <X> to your party <Y> week” with X = “inviting me” and Y = 

“last” 

• Let Tg(xin, y) be the formulation for making the T5 input:
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Automatic Generation of Templates (cont.)

• Use a wide (b = 100) beam search to decode <X> and <Y>. 
• Finally, fine-tune the model on top-p templates and pick the one with 

best dev accuracy. c
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Demonstrations
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Demonstrations (cont.)
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Demonstrations (cont.)
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• How to select demo samples?



Ablation Studies
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Ablation Studies (cont.)
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